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1 Introduction 

In our day-to-day life, cartoons have become a prominent and prosperous part of entertainment. Car-
toons have a wide range of applications in entertainment, education, advertisement, and communication, 
such as Newspapers, instant messaging, Etc., by mocking or spoofing the contextual and situational inter-
pretations of the real-world scenario. Thus, the extensive usage of cartoons has drawn research attention in 
the field of computer graphics and multimedia. Designing cartoons relies upon cartoonists' perception, and 
there existsa significant gap between modeling real faces and cartoon faces. Hence, the approaches used to 
detect and recognize a real face may not be feasible for cartoons. Cartoon face recognition [1] is the prima-
ry step in the direction of diverse applications, including cartoon face verification, cartoon image retrieval 
[2],gender prediction, age estimation, cartoon face synthesis, and photo-to-cartoon search. Though the 
problem of celebrity cartoon face recognition is closely related to real face recognition [3], it poses many 
additional challenges due to their artistic variations and high caricatures.  

 
 

Figure. 1.Illustration of celebrity cartoon images exhibiting high intra-class variations (A) celebrity car-
toon images of Class Amir khan (b) celebrity cartoon images of Class Abraham Lincoln (C) celebrity car-
toon images of Class Aishwarya rai (D) celebrity cartoon images of Class Lucille Ball 

Abstract. In this paper, we propose a new approach that aims to uncover features that can assist in learning 
celebrity cartoon faces. To recognize cartoon faces, we have tailored the FaceNet architecture. The extracted 
features are then learned using both a conventional learning model and a convolution model. Furthermore, 
the Chi-score method is employed to achieve feature reduction to have an efficient yet effective classification. 
To demonstrate the effectiveness of this approach, we conducted extensive experiments on the Cartoon Fac-
es in the Wild (IIIT-CFW) celebrity cartoon face database, which contains 100 distinct celebrities. In com-
parison to the existing database, we created 50 different categories namely UOM-Dataset, and examined its 
performance. The results of the experimentations reveal that the proposed method outperforms several other 
existing methods, including the state-of-the-art method for celebrity cartoon face recognition. 

Keywords: Cartoon Images, Deep Features, Support Vector Machine, Cartoon Face Recognition. 
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Figure 1 illustrates a few pictorial samples of celebrity cartoon images, they exhibit high intra-class vari-
ation among the samples of celebrity cartoon images; indeed, it is difficult to categorize the samples with-
out any ambiguity. Different models have been proposed which differ in the features, representation 
scheme adopted, dataset and the classifiers adopted. In spite of existing models, finding an optimal set of 
discriminating features and also deciding upon the best classifier for learning celebrity cartoon images are 
still open issues.  

In this direction, regarding the recognition of cartoon faces, we found a couple of works related to car-
toon character recognition. In this work [8], face detection of cartoon characters was explored using primi-
tive features such as skin color regions and edges extracted from the given cartoon character images. X. 
Gao et al. [9] explored the image retargeting techniques for mobile comics by adopting the comic content 
to mobile screens for better visualization. The works carried out were in concern with cartoon characters. 
Over the recent years, many works of literature aim to automatically generate a cartoon-style face with an 
input RGB image [10], [11] or sketches [12], [13], while cartoon face recognition has been less explored 
and remains a challenging problem. Automatic cartoon face recognition performs poorly in daily applica-
tions due to the lack of large-scale real-world datasets. Existing datasets (Web Caricature [14], IIIT-CFW 
[15], Manga109 [16]) contain limited examples and fail to reflect the accurate distribution of the cartoon 
faces. Among the existing methods, Takayama et al. [8] extracted features that reflect skin color, hair col-
or, and hair quantity for cartoon face recognition. Saito et al. [17] proposed a CNN-based model for car-
toon image retrieval. Zhou et al. [18] constructed a ToonNet that contains thousands of cartoon-styled 
images and introduced several techniques for building a deep neural network for cartoon face recognition. 
Zheng et al. [19] proposed a meta-continual learning method capable of Jointly learning from heterogene-
ous modalities such as sketch, cartoon, and caricature images. These pioneering methods bring inspiration 
for the research on cartoon face recognition. In this work, we study automatic cartoon face recognition by 
adopting the iCartoonFace [20] and Danbooru [21] datasets, the largest and most comprehensive datasets 
for cartoon face recognition. The shape characteristics can be better exploited for accurate cartoon face 
recognition. 

 
 The entire literature survey has been carried out towards cartoon character recognition but has yet to be 

dominated by celebrity cartoon face recognition. However, we found this work [22], the Multitask Cas-
caded Convolutional Network (MTCNN) architecture is used for face detection and has been compared 
with conventional methods. Two different approaches for recognition were recommended; one based on 
transfer learning by combining the feature learning capability of the Inception v3 network with the feature 
recognizing capability of SVM, and the other one, is a Hybrid Convolutional Neural Network (HCNN) 
framework trained over a fusion of pixel values and 15 manually located facial key points. These methods 
are evaluated on the (IIIT-CFW) database. The survey concludes with an understanding that all works rely 
on cartoon character recognition than celebrity cartoon face recognition due to the inadequacy of the work 
carried out related to celebrity cartoon face recognition.  

 
In the current work, our intuition is to consider the problem of celebrity cartoon face recognition as it is 
closely related to real face image recognition based on  enhanced modeling by  uncovering the feature for 
learning celebrity cartoon faces. 

Considering all these factors in this work, we recommend the FaceNet architecture for feature extrac-
tion using celebrity cartoon images. The recommended model also performs well when compared with 
existing contemporary models specifically designed for recognizing celebrity cartoon faces. We compared 
the recommended model to other well-known learning models, such as Random Forest [3], Gaussian Na-
ive Bayes [4], K-Nearest Neighbor [5], Decision Tree [6], and SoftMax classifier [7] on the IIIT-CFW da-
taset. Our extensive experimental study reveals that the model performs better when FaceNet is integrated 
with SVM than other classical supervised learning algorithms. Furthermore, by comparing the chi-scores 
of the features according to relevance, the number of features is reduced. Also, we have created a support-
ing database and compared the recommended model to that and against the existing model. 
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Overall, significant contributions of this work are, 
 

 Investigated appropriate classifiers for recognition with varying hyperparameter tuning. 

 Conducted a quantitative analysis to determine the optimal number of features that enhance the per-
formance of the selected classifier. 

 Created a Dataset of our own 50 Distinct Celebrity Cartoon Faces for the study. 
 Comparative study of the proposed model against the state-of-the-art models. 
 

The rest of the paper is structured as follows: In Section 2, the proposed models are presented. In Sec-
tion 4 the details of experimentations along with results are summarized. A comparative study is presented 
in Section 5. Finally, Section 6 follows conclusion and future works are presented. 

2 Proposed Model 

The proposed model includes mainly three stages, preprocessing, deep feature extraction, and classifica-
tion using the SVM learning model. The typical architecture of the recommended model is given in Figure 
3. 

2.1 Preprocessing 

In this work, the pre-processing technique is attained by detecting the region of interest (celebrity cartoon 
face) in a given cartoon image and cropping the detected image concerned with the area of interest. How-
ever, automation of the detection of celebrity cartoon faces in cartoon images is kept beyond the scope of 
this paper as it is our future target. 

 

Figure. 2. General Architecture of the Proposed Model. 

2.2 Feature Extraction 

The detected celebrity cartoon face images are used to extract the face encodings. FaceNet is a well-known 
architecture for face recognition. It is a pre-trained architecture for real-face images showing a significant 
margin of performance. This motivated us to adopt the FaceNet architecture [23] for celebrity cartoon face 
recognition. FaceNet maps each image into a compact Euclidean space such that the distance corresponds 
to face similarity, and the compact embedding is generated using a triplet-based loss function and triplet 
selection based on the extensive margin nearest neighbor. The main characteristic between FaceNet and 
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other techniques is that it learns the mapping from images and creates unique embedding rather than using 
any bottleneck layer for recognition. 

2.3 Feature Selection 

All the extracted features may not contribute towards learning. When it comes to selecting features, the 
filter-based method is often preferred over the wrapper-based method because it can handle large datasets 
more efficiently. This method selects features independently of a learning algorithm, making it easier for us 
to rank and consider them for learning purposes. Hence, we explored a Filter-based feature selection tech-
nique to select the subset of features from the original set of features through feature ranking criteria name-
ly chi-square. Each feature is ranked based on its relevancy. Further, the Chi-square feature selection aims 
to select features highly dependent on the Target. [31]. All the considerable individual features are ranked 
and sorted based on relevancy, and the top-ranked features are selected and considered for learning. 
Whereas a subset of k features is chosen such that the ratio of the sum of the scores of k features in the 
subset to the sum of scores of all features is more significant than a threshold. The threshold is a confi-
dence score in selecting features as given in equation (1). The performance is studied using these ranked 
features by sequentially introducing a feature-by-feature for learning up to the confidence score. 𝑚𝑖𝑛 𝑘 (∑ 𝑆𝑖𝑘𝑖=1 | ∑ 𝑆𝑖𝑘𝑖=1 ) > 𝐶𝑂𝑁𝐹𝐼𝐷𝐸𝑁𝐶𝐸_𝑆𝐶𝑂𝑅𝐸 (1) 

 

3 Experimentation 

3.1 Celebrity Cartoon Face Database 

In this section, we will discuss the dataset that we used for our experimentation. We utilized Cartoon Fac-
es in the Wild (IIIT-CFW), which is a standard dataset specifically created for celebrity cartoon face 
recognition. Figure 3(a-b) shows a few sample images from the dataset. This dataset contains 8,928 celebri-
ty cartoon faces of 100 popular personalities. The number of samples in each category ranges from 11 to 
299. In this section, however, it should be noted that the IIIT-CFW database contains not only pure car-
toon images but also sketches in a few classes. 

Figure. 3. Pictorial Samples of IIIT-CFW dataset (a) Samples of class Amir Khan (b) Samples of class 
Indira Gandhi. 

3.2 UoM Celebrity Cartoon Face Database 

We created our dataset, UoM-Cartoon Faces, which includes 50 distinct classes with 30 samples. Unlike 
IIIT-CFW datasets, UoM-Cartoon Faces comprises exclusively cartoon images. Demonstrated in Figure  
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4(c- d)depicts 
a few sample 
images from the 
dataset. The sam-
samples across 
the class are bal-
anced . 
 

 

 

 

 

 

 

 

 

Figure. 4. Pictorial Samples of UoM Dataset (c) samples of class Narendra Modi (d) Samples of class Ma-
yavati 

4. Experimental Setup and Results 

In this section, we present the details of the experimentation conducted during the research and the ob-
tained results. 

We have used the two sets of databases for our experimentations: 
1. IIIT-CFW dataset The Cartoon Faces  
2. UoM – Cartoon Face dataset  

Initially, we considered the IIIT-CFW dataset and the FaceNet architecture, which is recommended for 
real faces, is adapted for extracting features. We used this pre-trained architecture to extract '128-
dimensional embeddings. We randomly selected 10 classes out of 100 and divided the chosen class sam-
ples into two phases - training and testing in a ratio of 80:20 and  then tested the performance of our pro-
posed model using conventional classifiers such as DT[6], RF [27], KNN [28], GNB [30], and SVM [32] 
with varied hyperparameter tuning, as well as fully connected deep architecture such as FaceNet and CNN 
are explored. To ensure accurate results multiple trials (T=15) are conducted and performance of the mod-
el is evaluated using a well-known F-Measure metric [32]. It considers both precision and recall metrics 
which is suitable for analyzing imbalanced [30] data, rather than considering the accuracy as a metric. 
Furthermore, the features in the feature space are analyzed to reduce their dimension by a filter-based fea-
ture selection technique using Chi-square score as explained in section 3.2. 

Experimental results on IIIT-CFW Dataset. Using IIIT-CFW dataset this dataset experimentation is 
carried out and results are presented in this section. In Figure 5 shows the performance of the SVM classi-
fier with distinct kernels. It is noticeable that SVM with RBF kernel outperforms the other, with the aver-
age F1-score across all the kernels, under varying numbers of trials and hyperparameter tuning, which 
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indeed helps us to recommend a learning model for celebrities in cartoon images with F1-score of 70.01 
percent as state-of-art-of results for recognition. To evaluate the performance of a model it is essential to 
choose a good kernel function. Choosing the kernel function also emphasizes the kind of dataset. We here 
explore distinct kernels in our study.  
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Fig. 5.A (i-iv) Performance of Support Vector Machine (SVM) with distinct kernels under varied num-

ber of trails. 
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Fig. 6.A(v-viii) Performance of conventional classifiers under varied number of trails. 
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Fig. 5.BDepicts the Performance of fully connected architecture. 

Figure 5.A (i-iv) show the performances of SVM classifier with distinct kernels under varying trails. Ex-
perimentally it is evident that SVM with RBF kernel outperforms other conventional classifiers. Fig-
ure5.A(v-vii) depicts the performance of distinct classifiers under varied trails, Figure 5.B(i) Performance 
of FaceNet Fully connected architecture, Figure 5.B(ii) CNN Fully connected architecture are graphically 
addressed. It is observed that the performance of the fully connected architecture is not on par to our rec-
ommended model. However, the overall study shows that our recommended classifier performs better 
than the others. In addition, our focus is on analyzing the features in the feature space. It is accomplished 
through a Filter based Feature selection, namely Chi-square score based on feature ranking criterion, 
which evaluates each feature and assigns a rank based on relevancy. It is experimentally, evident that the 
performance deteriorates as Number of classes increases [33]. Table 1 depicts class-wise performance with 
and without feature selection. The study infers that our recommended model outperforms the existing one. 
However, it’s important to note that we analyzed the performance on 100 classes of the IIIT-CFW dataset. 

Table 1.Class-Wise Performance of SVM classifier with and without Feature Selection using IIIT-CFW 
Dataset. 

Number 

of Clas-

ses 

10 

Cla

ss 

20 

Cla

ss 

30 

clas

s 

40 

Cla

ss 

50 

Cla

ss 

60 

Cla

ss 

70 

Cla

ss 

80 

Cla

ss 

90 

Cla

ss 

100 

clas

s 

Without Feature Selection 

F1-Score 

(128-

Feature) 

83.1
1 

(128
) 

83.6
9 

(128
) 

78.9
4 

(128
) 

76.9
7 

(128
) 

74.8
2 

(128
) 

74.0
0 

(128
) 

72.8
7 

(128
) 

72.5
7 

(128
) 

71.0
5 

(128
) 

70.7
1 

(128
) 

With Feature Selection 

Number 

of Fea-

ture Se-

lected 

attaining 

the State-

of-the-

art-result 

46 77 72 83 114 99 105 124 101 118 

F1-score 83.18 83.47 78.94 77.84 75.07 74.28 73.65 72.62 71.25 71.96 
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Number 

of Fea-

ture Se-

lected 

Attaining 

Max F1-

score 

90 107 120 115 119 124 127 116 126 111 

F1-Score 90.29 87.4 81.99 79.89 77.99 76.93 74.88 74.92 71.99 72.42 

The table above displays the performance of our model with and without feature selection for different 
numbers of classes. Our model achieved an F1 score of 83.11% without feature selection when trained on 
10 classes. We observed that by employing feature selection for only 46 features, the F1 score crossed 
83.18%. The highest F1 score of 90.29% was achieved with 90 features. For 20 and 30 classes, our model 
scored 83.69% and 78.94% with 128 features. After feature selection, we achieved scores higher than those 
without feature selection, i.e., 83.47% and 78.94%, with only 77 and 72 features, respectively. The maxi-
mum F1-score for 20 and 30 classes was attained with 107 and 120 features, achieving scores of 87.4% and 
81.99%, respectively. We noticed that the performance of our model decreased as the number of classes 
increased. Our model's performance without feature selection was 76.97% and 74.82% for 40 and 50 clas-
ses, respectively, with 128 features. However, after feature selection, we crossed the F1-score scores of 
77.48% and 75.07% with only 83 and 114 features, respectively. The highest F1 score for 40 classes was 
79.89% with 115 features, while for 50 classes, it was 77.99% with 119 features.  

For 60 and 70 classes, our model's performance without feature selection was 74.00% and 72.87%, re-
spectively, using 128 features. However, after employing feature selection, we achieved scores higher than 
those without feature selection, i.e., 74.28% and 73.65%, with only 99 and 105 features, respectively. The 
highest F1 score obtained for the 60-class dataset was 76.93% using 124 features. For the 70-class dataset, 
the highest F1-score we achieved was 74.88% using 127 features.  

For 80 classes, our model's performance without feature selection was 72.57% using 128 features. After 
employing feature selection, we crossed an F1 score of 72.62% with only 124 features. The highest F1 
score we achieved was 74.92% with 116 features. For 90 classes, our model's performance without feature 
selection was 71.05% using 128 features. With feature selection, we were able to cross an F1-score of 
71.25% using only 101 features, while the maximum F1 score we achieved was 71.99% with 126 features.  

Lastly, for 100 classes, our model's performance without feature selection was 70.71% using 128 fea-
tures. However, after employing feature selection, we were able to cross the F1-score of 71.96% with only 
118 features. The maximum F1 score obtained is 72.42 with 111 features only, which is lower than the 
state-of-the-art results [23] for recognizing celebrity cartoon faces. 

5 Comparative Study 

This section presents a comparative analysis of the proposed two models against themselves and also 
compares the best proposed model against the several other existing contemporary models. 

    5.1 Across the Proposed Models 

i. A comparison of the recommended models is conducted to compare them against themselves. 
Our recommended model explores a suitable classifier for learning celebrity cartoon images. It is 
observed that the Support Vector Machine with RBF kernel outperforms other classifiers. On av-
erage, it achieves an impressive F1 score of 70.01 percent.  
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ii. We also compared the performance of our model with fully connected CNN, and FaceNet archi-
tectures on the same IIIT-CFW dataset. The results of the SoftMax classifier (see Figure B(i-ii)) 
are not satisfactory, which motivated us to learn conventional classifiers.   

iii. Our recommended model performance is studied with and without feature selection, and it is 
found to be superior. We infer from Table 1. that we achieve 70.71 for 100 classes. After incorpo-
rating feature selection results obtained is an F1-score of 71.96 for 118 features and 72.42 for 111 
features. 

 5.2 Across the Existing Models 

 
In order to bring out the excellence of our recommended system when it is compared against to existing 

model.We conducted a comparison between our recommended system and a contemporary model to 
demonstrate its superiority. Jha et al. (2018) also conducted class-wise comparisons, is shown in Table 2. It 
is observed that the contemporary model achieved 84.81% for 20 classes, 67.49% for 50 classes, and 
60.94% for 100 classes on balanced data. Our model achieved 85.11% accuracy for 20 classes, 76.37% for 
50 classes, and 72.29% for 100 classes on imbalanced data.  Finally, our model excels more than the con-
temporary model.  

Table 2.Depicts overall SVM Classifier under varied number of classes without Feature Selection. 

Accuracy Score Attempt of 

Balancing Da-

ta 
Models 20 Class 50 Class 

100 

Class 

Inception V3+SVM 
(Jha et. al., 2018) 

84.81% 67.49% 60.94% Yes 

Proposed Model 
FaceNet+SVM 

85.11% 76.37% 72.29% No 

Table 3.Performance comparison of recommended model with respect to other existing models on IIIT- 
(CFW) Dataset for recognition celebrity cartoon images over 100 classes. 

Model F1-score 

Attempt for 

Balancing 

Data 

Deep Features + SVM(RBF) 

Proposed Model 

70.0 

(128 features) 
No 

WITH FEATURE 
SELECTION 

F1-Score 

(Minimum) 

69.98 

(99 fea-
tures) 

(Maximum) 

72.42 

(111 fea-
tures) 

No 

Contemporary Model  

HCNN (Jha et. al., 2018) 0.649 Yes 

INCEPTION V3+SVMJha et. 
al., 2018) 

67.0 

(2048 Features) 
Yes 

 
 
Table 3 demonstrates that our proposed model outperforms the contemporary model. Our model at-

tained an F1 score of 70% by employing 128 features. By employing feature selection with 99 features, we 
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achieved a minimum score of 69.98%, and with a maximum of 111 features, scores of 72.42%. On the 
other hand, the contemporary model scored 67% by using 2048 features. Nevertheless, our model is supe-
rior to the contemporary model with a score of 70% as the state-of-the-art. 

 
We evaluated the performance of our model by testing it on our UOM dataset. This dataset includes 

1500 cartoon images of 50 celebrities, with 30 images per class. The purpose of this dataset is to demon-
strate the model's performance and highlight the significance of highly caricatured images. To underscore 
the creation of this dataset, we applied the recommended model to it and conducted a study. 

Table 4.Depicts Performance of SVM Classifier of 10 and 20 classes respectively under varied number of 
trails with and without Feature Selection on UoM Dataset. 

Number of Classes 10class 20class 30class 40Class 50class 

F1-Score 

(128-Feature) 

67.45 

(128) 

71.76 

(128) 

61.81 

(128) 

58.62 

(128) 

55.96 

(128) 

Number of Feature 

Selected attaining 

the State-of-the-art-

result 

80 68 66 84 69 

F1-score 67.81 72.02 62.58 58.64 56.71 

Number of Feature 

Selected Attaining 

Max F1-score 

54 82 116 109 94 

F1-Score 78.80 73.63 68.01 63.06 62.95 

The following table shows the results of our proposed model on the UoM dataset. We evaluated the mod-
el's performance by analyzing it class-wise. For 10 classes, the model achieved a score of 67.45% using 128 
features. However, after using feature selection, the score improved to 67.81% with only 80 features. The 
maximum score of 78.80% was achieved using just 54 features. For 20 classes, the model scored 71.76% 
using 128 features with feature selection. The score improved to 72.02% with only 68 features. The maxi-
mum score of 73.63% was achieved using just 82 features. For 30 and 40 classes, the model achieved 
scores of 61.81% and 58.62% respectively without feature selection. However, with feature selection, the 
scores improved to 62.58% with 66 features and 58.64% with 84 features. The maximum scores of 68.01% 
and 63.06% were achieved using 116 and 109 features respectively. For 50 classes, the model achieved a 
score of 55.96% without feature selection. However, with feature selection, the score improved to 56.71% 
using 69 features. The maximum F1-score of 62.65% was achieved with 94 features.  

Based on our analysis, we conclude that the UoM dataset's highly caricatured images resulted in lower 
performance compared to the IIIT-CFW dataset. 
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Table 5.Depicts Performance of SVM Classifier under varied number of classes with and without Feature 
Selection. 

Dataset  10 Class 
20 

Class 

30Clas

s 

40Clas

s 

50Clas

s 

UOM 

(Balanced 
data) 

Without Fea-
ture Selection 
F1-Score 

67.45 
(128) 

71.76 
(128) 

61.81 
(128) 

58.62 
(128) 

55.96 
(128) 

With Feature  
Selection  
F1-Score 

78.8 
(54) 

72.02 
(68) 

67.57 
(117) 

62.03 
(90) 

60.45 
(94) 

With Feature 
Selection  
Maximum  
F1-Score 

78.8 
(54) 

73.63 
(127) 

68.1 
(116) 

62.38 
(66) 

62.65 
(94) 

IIIT- Da-

taset 

(Un-
Balanced 
data) 

Without Fea-
ture Selection 
F1-Score 

83.11 
(128) 

83.69 
(128) 

78.94 
(128) 

76.97 
(128) 

74.82 
(128) 

With Feature  
Selection 
F1-Score 

88.62 
(62) 

85.9
6 

(88) 

80.81 
(86) 

78.47 
(85) 

76.42 
(99) 

With Feature 
Selection  
Maximum  
F1-Score 

90.29 
(90) 

87.4 
(107) 

81.99 
(120) 

79.89 
(115) 

77.99 
(119) 

 
 
We compared the performance of the proposed approach with the standard dataset to showcase the sig-

nificance of the dataset we created. Our dataset was analyzed and compared to the IIIT-CFW dataset to 
demonstrate its effectiveness. The analysis revealed that the performance of all classes ranging from 10 to 
50 on the UOM dataset was lower than that of the IIIT-CFW dataset. However, the UoM dataset is highly 
diversified and contains sketches, animated images too, making it more significant than the IIT-CFW da-
taset.  

6 Conclusion 

We have successfully integrated the deep features with the SVM classifier using the RBF kernel to rec-
ognize celebrity cartoon faces in our research paper. Our extensive experimental results have shown that 
SVM outperforms contemporary learning algorithms, as well as fully connected architectures like CNN 
and FaceNet, for recognizing celebrity cartoon faces. Subsequently, a feature selection method is em-
ployed to reduce the number of features to have an effective and efficient representation. The proposed 
model has been extensively tested and compared against contemporary models highlighting the superiority 
of our model with a minimal number of features contributing towards learning celebrity cartoon face im-
ages. Our proposed model has been extensively tested and compared against contemporary models, high-
lighting the superiority of our model with a minimal number of features contributing towards learning 
celebrity cartoon face images. We have conducted extensive experimentation to demonstrate the signifi-
cance of the UoM-cartoon dataset, which consists of highly caricatured images, in comparison to the IIT-
CFW dataset. 
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Future works 

In our future work, we plan to tackle the challenge of automatically detecting and cropping cartoon faces 
of celebrities. Additionally, we will aim to balance the data distribution to further improve the recognition 
rate. 
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