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1. Introduction 

Over the last few decades, topic modeling has emerged as a crucial technique for classifying 

and comprehending enormous volumes of unstructured text data. Social media databases and 

digital libraries now house enormous volumes of information due to the increasing 

digitization of literature across various disciplines. The researchers need advanced automated 

tools that can analyze and extract important themes, similar to how people interpret 

information, in order to make sense of this data. Several algorithms are used in the topic 

modeling technique, which assists in identifying and classifying the thematic structure in 

sizable document collections. In order to provide a meaningful synopsis of the main subjects 

covered in the documents, topic modeling aims to uncover latent thematic structures within a 

text corpus (Blei, 2012). Microblog stream is one of its many analytical applications (Huang et 

al, 2017), bioinformatics (Liu et al, 2016), filtering documents (Li et al, 2018), social data (Hong 

and Davison, 2010) and a lot more. Researchers have examined topic modeling from a variety 

of perspectives over the past 20 years, drawing from a broad range of fields such as computer 

Abstract: This work offers a thorough analysis of topic modeling using Nonnegative 

Matrix Factorization (NMF), a potent method that is frequently employed to identify 

significant themes and patterns in sizable unstructured datasets. NMF has become a vital 

tool in domains such as document clustering, social network analysis, bioinformatics, 

and natural language processing by breaking down data into interpretable components. 

Important NMF variations are covered in this review, such as Nonnegative Matrix Tri-

Factorization (NMTF), factorization objective techniques, constrained NMF, and 

algorithmic improvements. We go over how NMF can be used in a variety of contexts, 

evaluate its effectiveness, and take into account how constraints can improve clustering 

quality. 
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science, biology, statistics, mathematics, and neuroscience. Numerous studies and 

publications have resulted from this, concentrating on different topic modeling techniques 

like Nonnegative Matrix Factorization (NMF), Latent Dirichlet Allocation (LDA), Latent 

Semantic Analysis (LSA), Probabilistic Latent Semantic Analysis (PLSA), and others. 

 

In summary, this paper makes the following contributions: it designs the NMF and its 

structural classification hierarchy methods. Presentations of the NMF objective function and 

computational algorithms were made. Additionally, the review will provide insightful 

information about Nonnegative Matrix Factorization research, specifically in the fields of co-

clustering and word clustering. The rest of the paper is organized as follows: Section 2 

discusses NMF and its structural classification; Section 3 introduces different measure 

functions and the corresponding NMF computational algorithm; and Section 4 addresses 

issues with extra constraints. Section 5 presents the quantitative evaluation of NMF, and 

Section 6 provides the review's conclusion. 

 

2. NMF and Structural Classification 

Nonnegative Matrix Factorization (NMF) is a popular method for dimensionality reduction 

and data decomposition. It is a subset of linear algebra algorithms that are intended to 

reveal the underlying or hidden structures within data. With all entries nonnegative, it uses 

the product of two lower-rank matrices, M and N, to approximate a given nonnegative 

matrix X. The original data is compactly represented by this decomposition, where M stands 

for the bas is components and N for the coefficients required to reconstruct the data using 

these components. According to the research work by (Lee and Seung, 1999)., NMF is 

especially appealing because it can create sparse, parts-based representations of the data, 

improving interpretability. In accordance with (Burred's 2014) research, start with a (u × v) 

nonnegative data matrix X, where u and v represent the number of rows and columns 

respectively, and r is the reduced rank, NMF looks for a (u × r) matrix M and a (r × v) matrix 

N such that.  

 X ≈ MN. 

Reconstruction error, which is frequently quantified in terms of the Frobenius norm or 

Kullback-Leibler divergence, was to be minimized by this factorization problem: 

 minM,N ‖X − MN‖2 Subject to M≥0,N≥0. 

NMF is particularly helpful for applications where only additive combinations have meaning 

because of its non negativity constraint. To extract latent topics, for example, NMF is 

applied to document-term matrices in text mining. Each column of M represents a topic, 

and the matrix N shows the degree to which each document is associated with these topics 

(Xu et al, 2003). Likewise, in image processing, NMF can break down images into basic 

characteristics, like discrete facial elements in face recognition software (Guillamet et al, 

2002). Because NMF is nonnegative, these decompositions are easier to understand because 

they represent specific portions of the original data rather than arbitrary combinations. 
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Many data analysis applications have adopted it due to its simplicity and clarity (Chen et al, 

2017). 

NMF is a potent method for condensing the enormous datasets produced by contemporary 

web and computer technologies into a lower-dimensional space. This method, which is 

customized for the particular context of the data, is used to efficiently find underlying themes, 

salient characteristics, or latent variables. In this paper, we describe our approach to 

categorizing NMF techniques according to various standards, such as: The fundamental 

NMF model which serves as the foundation for all other NMF variations. There are nine 

subclasses of the Constrained NMF: Standard NMF, in which both factorized matrices are 

required to contain nonnegative elements. With sparse NMF, one or both factorized matrices 

are subject to sparsity constraints. The factor matrices are subject to orthogonality constraints 

thanks to orthogonal NMF. Smooth NMF creates smoother factors by applying smoothness 

constraints. In order to prevent over fitting, regularized NMF uses regularization terms. Semi-

NMF permits one of the factor matrices to have both positive and negative values by easing 

the non negativity constraint on it. In order to enforce relationships between data points, 

graph regularized NMF introduces a graph-based regularization. Manifold NMF integrates 

various learning methods into NMF, such as graph Laplacian regularization. By using a kernel 

trick, Kernel NMF makes it possible to capture non-linear relationships. 

 

Objective-based Factorization is divided into three main categories: Frobenius norm-

based NMF, Kullback-Leibler divergence, and Generalized Divergence NMF. In contrast, the 

algorithm-based update can be categorized into Multiplicative Update algorithms, Projected 

Gradient Descent, Alternating Least Squares (ALS), Probabilistic NMF, and Hierarchical 

NMF. The systematic NMF is classified into five sections: Nonnegative Tensor Factorization 

(NTF), Non-negative Matrix Set Factorization (NMSF), Convolutive NMF, Weighted NMF, 

and Nonnegative Matrix Tri-Factorization (NMTF), which decomposes a data matrix into 

three factor matrices. 

 

3. Measure Functions of NMF 

There are various challenges when using NMF in real-world applications, especially because 

of its NP-hardness (Vavasis, 2009). As a result, standard nonlinear optimization techniques 

are used in many algorithms, which frequently result in convergence at stationary points as 

opposed to global optima. Iteratively minimizing a cost function that evaluates the similarity 

between X and the product MN by updating the factor matrices alternately is a more 

workable approach. The first way to frame the problem is to introduce a scalar error 

measure, D(X, MN), which is also referred to as the objective function, the cost, or the loss 

function. This illustrates how the factorized product MN and the input matrix X differ from 

one another. Either a divergence or a distance metric may be used for this measurement. 

The Frobenius norm, the (generalized) Kullback-Leibler divergence (KL) divergence, and the 

Itakura-Saito (IS) divergence are the three most often used error functions in literature. 

These are shown in Eq (1), (2), and (3), respectively (Burred, 2014). 
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 DEU(X,MN) = ‖X −MN‖2,         (1) DKL(X,MN) = ∑ ∑ (Xuv log Xuv(MN)uv − Xuv + (MN)uv)vu     

 (2) DIS(X,MN) = ∑ ∑ ( Xuv(MN)uv − log Xuv(MN)uv − 1)vu       (3) 

 

The total squared error between the elements of the original data matrix and its 

approximation is measured by the Frobenius norm-based NMF. This method of NMF works 

well for problems where the goal is to minimize reconstruction error and is perfect for 

situations where maintaining the overall scale and structure of the data is crucial. It does not 

favor high or low values; instead, it handles all errors equally. On the other hand, KL 

divergence is an objective function that quantifies how different two probability 

distributions are from one another. In the context of NMF, it contrasts the product matrices 

MN with the original data matrix X, which is thought to represent a distribution of some 

kind. The type of data and the particular objectives of the factorization task frequently 

influence the choice between the various objective functions. As an illustration, (Yan et al, 

2013) NMF based on KL divergence performed poorly. This could be because the sparse data 

caused it to over fit the data. In contrast, (Vangara et al, 2021) suggested a Semantic NMF 

based on KL divergence in order to tackle the problem of determining the appropriate 

number of topics, also known as the latent dimension of a corpus. The technique accurately 

determines the number of topics in text corpora and enables them to determine the latent 

dimension of the semantically enhanced topics based on their stability. In order to ascertain 

the unknown number of latency, a random procedure based on the initial TF-IDF and 

SPPMI matrices and custom clustering were used. In the literature, there are additional 

types of divergence measures of dissimilarity-based NMF, such as Itakura-Saito (IS) 

divergence (Fevotte et al, 2009). Bregman divergences are the class to which it belongs 

(Banerjee et al, 2005) as well as a limit case of the β-divergence (Cichocki et al, 2006), the α-

divergence (Hoseinipour et al, 2023), among many others. When decomposing piano 

spectrograms, IS-NMF works especially well at precisely separating out elements associated 

with low residual noise and string hammer strikes. The Euclidean or KL divergence 

methods, on the other hand, frequently ignore or drastically distort these subtle features 

(Fevotte et al, 2009). 

According to Lee and Seung (2001), the iterative process of optimizing the factor matrices to 

minimize the discrepancy between the original matrix and its approximation is known as 

the computational algorithmic update procedure with NMF. The NMF algorithm iteratively 

modifies the values in matrices M and N in order to minimize an objective function, most 

often the Kullback-Leibler divergence or the Frobenius norm. The goal function is convex in 

either matrix M or N, but not both. So, repeated multiplicative updates (MU) are used to 

optimize the system. The process of applying the Frobenius norm to two factor matrices 

entails holding the other matrix constant while minimizing the first matrix under 

constraints, as shown in equations (4) and (5) below. Once convergence is achieved, either a 

limited number of iterations or another stopping condition is met, or the factor matrices 
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provide a good approximation of the original data, this process is repeated by switching the 

roles of the matrices. 

 DEU(X,MN) = minM>0 ||X − MN||2        (4) 

        DEU(X,MN) = minN>0 ||X − MN||2        (5) 

 

 

This MU approach is favored because it is straightforward and easy to use, but depending on 

initialization. It may converge slowly and become trapped in a local minima (Gills, 2014), 

(Lee and Seung, 2001), (Sim et al., 2018, 2019). It is important to note that some NMF 

solutions are not unique. It could be because of numerical instability. Prior research has 

proposed an efficient method to deal with this: normalizing each column vector of matrix M 

(Peng et al, 2020b), (Deng et al, 2023), (Peng et al., 2020a) to establish a unit norm. 

Normalization is done using either L1 or L2 norms. Additionally, to reduce the possibility of 

division by zero, a small positive constant is typically included in the denominator of a 

complete MU algorithm for the standard NMF (Farial, 2004), (Mirzal, 2014). Similar to MU, 

the Alternating Least Square (ALS) (Liu et al, 2013) algorithmcan iteratively approximated 

NMF by breaking it down into the product of two lower-rank nonnegative matrices using 

the method. In order to solve each factor matrix for a least-squares minimization, ALS fixes 

one factor matrix at a time while updating the other. It uses various objective functions for 

optimization, including Kullback-Leibler divergence, the Frobenius norm, and other kinds 

of divergence. It frequently converges more quickly than multiplicative updates. Gradient 

Descent-based NMF Algorithms (Peng et al., 2020b) iteratively minimize the objective 

function by updating the factor matrices following its negative gradient. This general 

optimization method is used with NMF.  

 

4. NMF Problems with Additional Constraints 

To improve a conventional NMF problem's performance or customize it for a particular 

application, additional constraints are frequently required. Without giving the factor 

matrices any extra structure, conventional NMF merely reduces the reconstruction error. 

Nonetheless, more constraints can (a) enhance interpretability (Pei et al, 2019) (b) In fields 

such as topic modeling or image processing, constraints such as sparsity, which promotes 

zero values in factors, aid in the creation of parts-based representations that are simpler to 

understand. (c) Data Structure Reflection (Shaodi et al, 2019), (Meng et al, 2019); by applying 

structure-preserving constraints, like graph regularization or orthogonality, it is possible to 

better capture the inherent structure of some datasets, such as smoothness, clustering 

tendencies, or graph relationships. (d) Increase Robustness (Sha and Diao, 2022); in real-

world situations, NMF may converge to unwanted solutions due to noisy or incomplete data. 

Regularization (L2,1) and orthogonality are two examples of constraints that can reduce 

overfitting or improve the stability of the decomposition. (e) Promote the use of 

discriminative factors (Peng et al. 2017) is a restriction that can improve the differentiation 

of different data classes, which is helpful for supervised tasks like classification. For example, 
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discriminative constraints on factor matrices can enhance NMF's capacity to identify class 

differences in labeled data. 

 

5. Quantitative Assessment of NMTF 

Our choice for the quantitative analysis of NMF methods is nonnegative matrix tri-

factorization (NMTF) techniques, specifically looking for word clusters in the works of (Lee 

and Seung, 1999), (Ding et al, 2006) as well as (Kong et al., 2011). Traditional NMF was 

expanded to handle more complex structures, especially for co-clustering tasks, with the 

development of NMTF. Early research on tri-factorization concepts was impacted by the 

findings of (Ding et al, 2006), who applied NMTF for clustering and data co-clustering tasks 

in the mid-2000s. The method was first made popular in fields such as collaborative 

filtering, bioinformatics, and text mining, where three-factor decomposition aids in the 

discovery of latent structures in data matrices with row and column clusters. The NMTF 

extends the fundamental NMF to the product of three factor matrices, M, G, and N, given a 

nonnegative data matrix X where 

 X ≈ MGN. 

The algorithm is as discussed in section 3. 

 

For the quantitative analysis, we selected three data sets which come from Kaggle (Classic 3, 

BBC News) and Git Hub (Medical): (i) Classic3 dataset, see (Hoseinipour et al, 2023), a 

popular dataset in the fields of machine learning, text mining, and information retrieval, 

especially for assessing algorithms for topic modeling, document clustering, and 

classification. It contains documents from three traditional text collections from the SMART 

Information Retrieval System: articles and abstracts from the medical field, documents 

pertaining to space and aviation research, and information science topics. The dataset is 

comprised of 3 classes, 4303 dimensions, and 3891 sample documents. (ii) Textual data from 

medical records, scientific publications, and other documents pertaining to healthcare are 

included in the medical dataset. In healthcare settings, this dataset is frequently used to 

investigate clustering or classification; possible topics include patient history, symptoms, 

procedures, or diagnoses. The dataset has three classes and 4499 sample documents, among 

other notable features. (iii) Comprising text documents from the BBC, the BBC News 

dataset, see (Gao et al, 2015) is usually categorized into five areas: tech, politics, 

entertainment, business, and sports. Its well-defined topics make it popular in text mining 

and natural language processing research, where it is helpful for assessing clustering 

algorithms. The total number of documents is 1490. 

 

Pre-processing is the process of turning unstructured text into a form that can be analyzed. 

The text was first standardized by changing it to lowercase, eliminating punctuation and 

numbers, and eliminating common stop words that didn't add much context. Next, the text 

is tokenized, which divides it into discrete words or tokens. By grouping related terms 

together and condensing words to their root forms, stemming or lemmatization is used to 

further reduce redundancy. Then, using models like Bag-of-Words, which counts word 
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frequencies, or TF-IDF, which allocates weights based on term distinctiveness across 

documents, a vocabulary of unique terms is generated across all documents and 

numericized. Additionally, normalization is used to scale the data consistently in order to 

get it ready for tasks like topic modeling and clustering. When evaluating NMTF methods, 

one usually looks at the quality of the clusters that are produced and how well the 

factorization resembles the original data matrix. primarily entails evaluating the robustness, 

interpretability, and clustering accuracy.  

 

Table 1: Top Word clusters (WC) from four algorithms using a medical dataset 

NMFK=3 

WC1: seizure aggressive ana pleura genitalia 

WC2: jaw Sub periosteal cup Vicod in multivitamin 

WC3: woman sperm voiding flap showed 

NMF-L2,1K=3 

WC1: history patient mg pain normal 

WC2: patient placed procedure incision right 

WC3: artery coronary left catheter right 

NMTFK=3 

WC1: congenital gallbladder correlation lost hydralazine 

WC2: noncontrast bit insert disorder extensive 

WC3: cabg advanced dull acute lopressor 

ONMTFK=3 

WC1: placed procedure patient incision using 

WC2: artery coronary left right catheter 

WC3: history patient mg pain past 

 

Examining the top word clusters (WCs) in each of the four algorithms, as shown in Table 1, 

shows that each algorithm aims to represent the datasets—in this case, the medical 

dataset—in a clear, human-like manner. When closely examined, the top words in each of 

the word clusters (WCs) produced by ONMTF and NMF-L2,1 create distinct word clusters 

that each brilliantly capture the distinctive features of their respective clusters. The topics of 

patient incision procedures are highlighted in ONMTF by WC1, coronary artery problems 

are the focus of WC2, and patient pain history is covered in WC3. Even though the word 

clusters from other algorithms are fairly clear, they don't have the clear division that 

ONMTF and NMF-L2,1 do. The additional constraints incorporated into these two 

approaches might be the cause of this improved distinction. 

 

 In summary, all of the algorithms can be used for clustering in natural language processing 

tasks like image processing, text mining, social network analysis, and bioinformatics. 

However, more significant clusters can be produced by imposing particular restrictions 

according to the goals of the study. The quality and interpretability of the results are 

improved by these constraints, which also help make semantic themes more clear, 

particularly when working with large datasets. 
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6. Conclusions 

NMF has gained popularity recently as a clustering and co-clustering technique in natural 

language processing and machine learning. By classifying large volumes of unstructured data 

into comprehensible topics or themes, it is especially useful for organizing and labeling such 

information. This study examines a number of structured classification techniques, such as 

constrained NMF, objective-based factorization, algorithmic variations, and NMTF, while 

providing a thorough analysis of topic modeling using NMF. In addition, a comprehensive 

assessment of topic modeling with NMTF is given, along with specific information about its 

uses in domains like image processing, text mining, document clustering, social network 

analysis, and bioinformatics. 
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