Scope
Volume 15 Number o4 December 2025

Proactive and Explainable Cloud Forensics: A Recommendation-
Based Framework with Federated Learning and Dynamic Risk
Embedding

tKavita A. Kathane; 2 Dr. Virendra K. Sharma
1Research Scholar, 2 Professor
12 Department of Computer Science & Engineering, Bhagwant University, Ajmer,
Rajasthan, India

Abstract: The new cloud infrastructures have become very complex and large,
demanding the use of proactive security monitoring mechanisms to detect
threats and provide recommendations on how to act upon them emerging
risks. Currently, most existing cloud forensics frameworks operate only
reactively, do not integrate sources of data of varied types, and fail to produce
alerts in real-time, context-oriented and interpretable formats. Also, most
traditional models lack a federated form of adaptability and probabilistic
validation, rendering them less effective and scalable in actual operating
conditions around the globe. This paper throws light upon a well-built,
comprehensive Recommendation-Based Cloud Forensics Framework for pre-
emptive detection of security events through an integration of five completely
new analytical methodologies. The first is called Multi-Source Dynamic Risk
Vector Embedding (MS-DRVE) and receives heterogeneous data sets like logs,
traffic, and user behavior in one time-risk vector entry via attention-based
encoding. The Graph Convolutional Markov Decision Networks (GCM-DNet)
have shown how their creation enables indeed real-time alerting through
modelling the threat propagation among the cloud entities as a Markov
process on dynamically emerging graphs. Third, Explainable Multi-Modal
Transformer (X-MMTrans) accommodates direct and interpretable
visualizations of anomaly trajectories and system behaviors across multi-
modal embeddings.. Fourth, such as Federated Adaptive Recommendation
Engine with Contrastive Learning (FARE-CL), allows a decentralized learning,
personalized, privacy-preserving security recommendations across distributed
cloud nodes. Finally, the Bayesian Evidence Accumulation Framework (Bay
EVAL), involves a probabilized, time-aware evaluation mechanism for the
reliability and effectiveness validation of the proposed system sets. The
precision attained with this proposed framework is high (94%); with low false
positive rates (<3.5%); and improved interpretability, thus enhancing threat
mitigation in advance, decision-making efficiency, and deployment confidence
on the cloud security operations. Such work paves the way toward-generation
intelligent and explainable cloud forensic systems.
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1. Introduction

Because of their elasticity, scalability, and low costs, cloud computing environments
have been an essential enabler for enterprises in large-scale data processing and service
delivery. However, increased risks from dynamic resource allocation, multitenancy, and
decentralized control of the process in virtualized infrastructure all may increase risks
associated with those benefits. All these facets make the detection of threats, incident
response, and recording the investigation set for postevent forensic inquiry very
complex. Most current methodologies in cloud forensics operate reactively [1, 2, 3],
concentrating their efforts on reconstructing events which may be, however, timestamp
consuming and resource intensive, and inadequate for real-time detection of a
sophisticated or zero day attack in all circumstances. Transitioning critical needs away
from the reactive type of forensic practices into proactive mechanisms driven by
recommendations capable of discovering and preventing threats before realization is
now evident. Existing solutions often have several common drawbacks. First, the
majority of the frameworks do not integrate indicative heterogeneous data sources like
system logs, network traffic, end-user activity into a unified analytical pipeline, causing
fragmented visibility over the threat landscape and incomplete event correlation sets.
Based on these assumptions, many models available worldwide today depend mainly on
static rules or heuristics that are predetermined and therefore lack adaptability when it
comes to the evolving threat landscape. Furthermore, the absence of explainability in
the machine-learning-based systems restricts their usages by cloud administrators [4, 5,
6] as well as in high-stake-decision making sets. Finally, the prevailing evaluation
methodologies are normally void when it comes to probabilistic rigor due to their
reliance on the metrics of point-estimates without regard to or understanding of time-
of-evaluation and contextual variation in the performance of model sets.

This study accordingly presents an extensive and multi-layered recommendation-based
cloud forensic framework for pre-emptive threat detection, explainable insights, and
federated adaptability sets. The architecture of the proposed system is structured
around five new components: a model for dynamic risk vector embedding to converge
multi-source data (MS-DRVE), a graph-convolutional decision network allowing real-
time alerting (GCM-DNet), an explainable transformer-based visualization engine (X-
MMTrans) and a federated contrastive learning model for decentralized
recommendations (FARE-CL), with a Bayesian evaluation framework to probabilistically
validate performance over timestamp (Bay EVAL). Considering the complementary
nature of each particular component in addressing current weaknesses of existing
systems, combining all of them constitutes a powerful framework that empowers
intelligent, scalable, and transparent cloud forensics. This research sets itself into cloud
security, machine learning, and explainable artificial intelligence sets. It paves way for a
new class of forensic systems that takes analysis beyond the passive intake of data into
pro-active, context-sensitive security decision support. The system therefore pushes the
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edge in anomaly detection and incident response applications while at the same
timestamp introducing methods to improve trust, adaptability, and operational
efficiency in real-life cloud environments.

Motivation and Contribution

The motivation behind the research primarily originates from the operational
inadequacies in existent cloud forensic solutions; one of the most obvious aspects of
these weaknesses is that they are largely reactive and cannot accommodate real-time
processing of multi-source complex data streams. Security operations undergo severe
impediments as cloud environments scale. Such challenges include high false positive
rates, delays in incident detection, and limited admin decision support. With the
emerging adoption of micro services architectures, containerization, and deployed
distributed clouds, these pervasive security threats now present unusual lateral
propagation patterns, which resist detection by conventional monitoring systems. Most
present detection techniques are lacking in terms of contextual awareness and
interpretability, such that the resolution of incidents becomes daunting, and compliance
with regulatory standards becomes complex. Hence, there is an urgent need for one
optimally centralized intelligent system for proactive detection and contextual
recommendations to lend transparency to decision support in the process.

This paper, therefore, addresses such problems by laying down what would be called a
purely technical as well as analytically novel cloud forensics framework. During this
process, five major contributions are made. First, it proposes MS-DRVE, a multi-source
dynamic risk vector embedding structure using attention-based encoding to unify
heterogeneous data streams into a coherent risk profile. Second, GCM-DNet is
suggested, using graph convolution against reinforcement learning for inter-entity
threat propagation, with subsequent support for real-time, priority-aware alerting sets.
Third, X-MMTrans is developed, multi-modal-transformer modelling, providing human-
understandable exfoliations of threat behaviour into easily explainable visualisations.
Forth, itath implementation of FARE-CL, the federated, contrastive learning-based
recommendation engine which adapts security policy across data in a distributed
manner without sacrificing privacy. Finally, this paper contributes Bay EVAL: a Bayesian
evidence accumulation method for the time-sensitive and probabilistically grounded
performance validation in progress. Collectively, these contributions produce an end-to-
end future-proof forensics system that enhances threat visibility, reduces the response
time, and increases the accuracy of decision-making in dynamic cloud environments.

2. Review of Existing Models used for Cloud Forensic Analysis

Early examples in this realm include an ability to recover actual files from ransom ware
through flash translation layer extraction [1] and some efforts in explainable Al towards
file classification [5]. Combined with these efforts are attempts with FACSNet for
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content selection in image steganalysis [2] and hybrid ML models to address malware
detection in virtualized cloud systems [4], thus showing that forensic entitlements are
being brought within particular contents and virtual environments. A collection of
systems contains both architectural as well as domain-wide frameworks. Blockchain-
enhanced forensic traceability via swarm optimization [6], intent-based forensic
monitoring over such SDN networks [9], and privacy-preserving trust evaluation in
cloud providers [7] mark key developments in the field of infrastructure-level forensic
robustness. The types of forensics covered include IoT-based agriculture digital
forensics [3], web browser forensics [14], and forensic analysis of wearables like the Oura
Ring [17]. These are typical examples that unveil forensics' contextual expansion within
edge and consumer platforms. Some examples include tools like crypto currency
forensic automation for mobile platforms [11] and Al-based content verification in
image/video manipulation [10], which symbolize the infusion of automation and Al in
forensic workflows in the process.

Similar observers have written about data security and integrity in the clouds, e.g.,
secure k-NN keyword searches over encrypted databases [22], accountable IBE
authorization [21], and memory forensics with FTK imager [24] sets. Each is regarded as
part of a general approach to preserving digital forensic evidence for tamper-resistance,
retrievability, and trustworthiness even under adversarial conditions. Defensive
forensics: intrusion detection and anomaly optimization [23], re-encryption for digital
evidence preservation [16], and forensic indexing in distributed databases form the
essential foundational base of proactive forensic intelligence sets.

3. Proposed Model Design Analysis

The entire design of the proposed cloud forensics framework on recommendation basis
is designed as a unified pipeline consisting of five interdependent elements. They
include dynamic risk vector embedding, graph-based alert propagation, explainable
multimodal visualization, federated recommendation generation, and Bayesian
evaluation. All modules were built with great precision mathematically and tied
contextually with an actual cloud environment, where continuity of all data is preserved
from the propagation of risk features, confidence scores, anomaly likelihoods to policy
embeddings. The systems analytical design is formalized by means of advanced
mathematical formulations that provide an end-to-end, high-fidelity mapping from raw
telemetry data to actionable security recommendations and decisions validated
probabilistically in process. Let D(t)={d,(t), d,(t), ..., du(t)} be a multivariate time-
dependent dataset that is combined from logs network telemetry as well as behavioral
metrics. The feature transformation function applied here is given as ¢:R"—R™ on these
forms of data sources to standardize them in making risk vectors, with further
contextual weighting introduced by the use of an attention mechanism in process. The
first step is producing the temporal embeddings by a contextualized attention encoder
as defined by equations 1 & 2.
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Figure 1. Model Architecture of the Proposed Analysis Process
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Where, o(t) characterizes learned attention weights over input features, 'q' emerges as a

a;i(t) =

query vector derived from the current threat context, whereas k; are the key vectors tied
to input features. Hence, this lends way to an integrated dynamic risk embedding e; €
Rm evolving values through temporal instance sets. At first, as dictated by figure 1,
temporal dependencies were captured, removing the noise, by putting an exponential
smoothing function in dynamic form governed Via equation 3,
ée=A1-é(t—1D+ (1—-21) e, 2€(0,1)..3)

As the smoothed outcome embedding, &, has been fed into a graph-based decision
layer, exposing it to real-time alerting sets. The threat interaction graph G, = (V, E)
consists of cloud nodes for V and interactions from inter-process communication and
access logs for E sets. Each node vi € V keeps a state vector h;, which is updated through
a graph convolution operation Via equation 4,

hGt+ D = o ) ANINDINGD Why | (4
JeN()

Where, W € R(mxm) is a learnable weight matrix and 'c' is a nonlinear activation
function for the process. It allows for contextual threat propagation modeling through
structural learning in cloud systems. The alert priority is given using a value function
V(s in a Markov Decision Process (MDP), defined by reward R(s,, a;), and updated by
Bellman's Process Via equation 5,

V(s)) = R(spa) + v-E(s, t+ 1)[V(s(t + 1))] ..(5)
This value V(s) is then used to assign severity scores and trigger alerts if needed in the
process. Iteratively, Next, according to figure 2, For explanation and visualization, multi-
modal transformer encoding event sequences, system behavior, and alerts. Let Mt be the
sequence of modal embeddings within a timestamp 't' during processing. Via equation

6, the transformer output is calculated,
T

K
zt = TransformerEncoder(Mt) = softmax (QT k)V ..(6)

Conceiving latent vectors z, being fed into visualization blocks such as heat maps,
directed graphs, or forensics flowcharts, interpretable through attuning attention scores
aimed at key features while iteratively feeding in Next, as per figure 3 for generating
varying recommendations over time, the process employs a federated contrastive
learning model process. Let fi(-) be the local encoder for a client 'i' in this process and let
Lcontrast represent the contrastive loss, which is estimated Via equation 7.

sim/( fi(en.fi(et
p< (Filed s )))

T

Lcontrast = —log

(D)

3 exp (sim(fi(et),fk(e:)))

T
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Where sim(-,-) is cosine similarity, T a temperature scaling constant, and e, e are
positive and negative pairs respectively for the process. Encoders are local, updated, and
aggregated via a federated averaging scheme to form a global model for
recommendation that respects data locality and privacy in the process.

Preprocess Data

Is Threat Detected?

(Encode Local Contextj [Yes

(Inoorporate Feedback)

Figure 2. Overall Flow of the Proposed Analysis Process
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To evaluate performance reliability over time, last a Bayesian evidence accumulation
model is defined in the process. Let 0 represent the model's precision, and D; be the
performance data up to timestamp T in. The posterior distribution is computed using
Bayes' theorem Via equation 8,

P(81D) = [P(D:|6)-P()]/(J P(D:|6)P(6)db)...(8)

Input:

e System logs, Network traffic data, User behavior metrics, API call traces, Feedback

on past recommendations
Output:

e Real-time alerts with severity levels, Context-aware security recommendations,
Interactive visualizations for decision-making, Probabilistic performance evaluation
report

Process:

1. Data Collection and Preprocessing

o Collect multi-source data from cloud systems, Clean, normalize, and
timestamp-align data, Forward preprocessed data to embedding module

2. Dynamic Risk Vector Embedding (MS-DRVE)

o Extract features from each data type, Apply attention-based encoder to
weight and merge features, Generate time-sensitive risk Vectors, Smooth
vectors for temporal consistency, Send risk vectors to threat propagation
and recommendation modules

3. Threat Propagation and Real-Time Alerting (GCM-DNet)

o Construct graph of cloud nodes and services

o Assign node-level risk scores using risk vectors

o Apply graph-based decision model to identify spreading threats

o Trigger alerts based on learned thresholds and severity scores

o Forward alerts and scores to visualization module

4. Explainable Visualization (X-MMTrans)

o Collect anomaly, risk, and alert data

o Map to visual layers using transformer encoder

o Generate heatmaps, graphs, and dashboards

o Provide visual summaries to administrators

5. Federated Recommendation Generation (FARE-CL)

o Each client encodes local risk context

o Learn similarities and differences using contrastive learning

o Generate personalized security recommendations

o Aggregate models across clients using federated learning

o Send recommendations to administrators and evaluation module

6. Probabilistic Evaluation (BayEVAL)

o Collect performance metrics over time

o Update evaluation scores using Bayesian accumulation

Figure 3. Pseudo Code of the Proposed Analysis Process
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The cumulative evidence E(T) supporting the model's efficacy is then calculated Via
equation 9,

E(T):fe eP(e|Dt) do...(9)
> 00

With, 8o a minimum performance threshold (e.g., precision > 90%) in process. The
accumulated evidence reflects a statistically sound measure for ensuring the
trustworthiness and stability of these sets. The stress of the last triplet output of the
system is {R, A, E(T)}; R, is the set of context-aware recommendations rendered at
timestamp 't', while At is the alert set associated along with the severity scores derived
from V(s;), and E(T) quantifies confidence in the system's operational reliability sets
gleaned from above in process. Through careful integration of these features, real-time
threat awareness, humanc entered interpretability, and performance accountability are
all held within a single coherent framework sets. The extensible and adaptable features
of this modular architecture and mathematical formalization are in bar for future
enhancements in cloud-scale forensic analytics.

4. Comparative Result Analysis

The experimental validation of the proposed recommendation-based cloud forensics
framework was conducted in a simulated hybrid cloud environment composed of
containerized micro services, virtual machines, and distributed logging infrastructures.
The architecture ran across three physical servers and eight virtual instances, with a
mixture of Ubuntu 22.04 LTS and Debian-based images, whose configurations had 16 GB
RAM, 8 vCPUs, and 500 GB SSD each. Docker and Kubernetes orchestrated micro
service communicational aspects, while Apache Kafka served as the main backbone for
log ingestion and message queueing sets. Network traffic simulates realistic east-west
and north-south traffic using virtual switches, routing through Open v Switch. Certain
classes of known attacks (e.g., port scans, brute force, and data exfiltration attempts)
were generated using an in-line Suricata IDS, ground-truth labels, while real user
behavior and activity simulation were executed using Selenium and custom scripts
generating REST API calls and SSH sessions to emulate user interaction. System logs
(syslog, journald, dmesg), Net Flow, and packet captures (PCAPs), user activity logs
(e.g., keystroke intervals, command history), and traces of API calls with latency and
failure statistics were all input data fed into the system sets. These events were live-
streamed with a frequency of 10-50 events/sec across components. For the contextual
behavior model, synthetic workload patterns were created or programmed to simulate
normal vs. anomalous service consumption over time with 7, 14, and 3o0day retention
windows used to test how the qualities of the embeddings changed based on these
different time scales.
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The framework was trained and tested on datasets drawn from combinations of public
and semi-synthetic sources. Labelled network activity was gathered from the UNSW-
NBi5 dataset and further enhanced with logs to simulate hybrid cloud environments.
The additional datasets included Cloud Trail logs from AWS, anonymized Stratosphere
behavioral user activity traces, and telemetry for custom micro services generated with
the open-source tool Chaos Monkey to simulate controlled system failures. Some
examples of log entries were user login attempts followed by abnormal port scans, HTTP
GET floods from ephemeral IPs, and unauthorized resource access policy violations.
Risk embeddings were computed with vector dimension size 128, attention window size
5 time-steps, and smoothing decay factor 0.8. The GCM-DNet component used graphs
with up to 5,000 nodes and 25,000 edges to represent the active inter-service
communication, while alerts were raised when the possibility of a threat crossed a
learned threshold that typically converges around o.75. For the federated learning
experiments, five distributed clients were simulated and trained on 20,000-50,000
labelled events, with a communication round every 3 epochs and model aggregation
using FedAvg. Bayesian evaluation ran over 500 experimental windows, where prior
confidence was set at Beta(5,2) and then updated taking into consideration observed
precision, recall, and Fi-scores. The whole pipeline was evaluated with precision, recall,
Fi-score, ROC-AUC, latency per recommendation, alert propagation delay, and
recommendation adoption rate set as the main performance indicators of the process.
The system can process real-time streams with a throughput of approximately 1,000
events/sec, and average end-to-end latency of 600 ms, with system stability being
confirmed for run-time durations exceeding 48 hours in the process.
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Performance Comparison Across Metrics and Datasets
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Figure 4. Model’s Integrated Result Analysis

For experimental evaluation, a mixture of publicly available and domain-relevant
datasets was used to create realistic cloud forensic scenarios. The backbone dataset is
UNSW-NBi5, which covers a mixture of normal and malicious network behaviors with a
set of attacks including DoS, exploits, reconnaissance, backdoors, and fuzzers. This
dataset contains more than 2.5 million labelled network traffic records simulated using
the IXIA Perfect Storm tool in a controlled environment, collecting features such as
source/destination IP, packet size, protocol, time-to-live, and application-layer
metadata. To compliment network-level data, examples of Cloud Trail logs from
Amazon Web Services were synthetically enhanced and anonymized to reflect typical
user and API activity in cloud deployments, including authentication patterns, [AM
policy violations, and service usage anomalies. Furthermore, behavior traces originating
from user activities in the Aposemat dataset at the Stratosphere Intrusion Detection Lab
were tied in, containing command histories, user login/logout events, and simulated
insider threat behaviors under Linux environments. These datasets served the purpose
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of providing the necessary multi-modal, time-series, and user-contextual data for the
evaluation of risk vector embedding, alert propagation, and recommendation efficacy in
a federated cloud environment in process.

Integrated Statistical Visualization of Model Performance
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Figure 5. Model’s Overall Result Analysis

Hyper parameter tuning was iteratively conducted for each component to guarantee
stable convergence and optimal predictive performance sets. For the dynamic risk
embedding module (MS-DRVE), the embedding dimension was set to 128, attention
heads were configured to 4, and the time window length of reference timestamps was
fixed at 5 steps with a smoothing decay factor of 0.8. In the GCM-DNet alert engine,
graph convolution layers were stacked in two layers with hidden dimension set to 64,
and the reinforcement learning policy network was set up with a discount factor of 0.95
and a epsilon-greedy exploration schedule starting at 0.9 and linearly decaying to o.1.
For X-MMTrans visualization module, a transformer with 3 encoder layers each with 4
heads and a feed-forward network of dimension 256 was used. In the case of federated
recommendation engine (FARE-CL), local batch size was set to 64, learning rate to 0.001
with Adam optimizer, contrastive margin to 0.3, and communication round interval to 3
local epochs. The Bayesian evaluation module initiated under a Beta(s, 2) prior and
updated its parameters in posterior evidence based on model metrics across 500
timestamp windows in the process. These values were determined through grid search
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and empirical tuning have been based on model stability, convergence time, and
performance on a held-out validation set comprising 15% of the data samples.

This section provides an extensive evaluation for the proposed recommendation-based
cloud forensics framework using several context-rich datasets as delineated in the
experimental setup. The performance is benchmarked against three state-of-the-art
methods: Method [3], Method [8], and Method [25], which stand for anomaly detection
with statistical baselines, graph-based propagation models, and federated learning
frameworks, respectively in the process. The results were divided across six tables on
detection accuracy, false positive rates, alert latency, recommendation effectiveness,
visualization usability, and evaluation confidence sets.

Table 2: Anomaly Detection Accuracy (%) on Multi-Source Dataset

Dataset Proposed Model | Method [3] | Method [8] | Method [25]
UNSW-NBis5 94.2 86.5 89.3 90.1
AWS Cloud Trail Logs 01.8 80.2 85.6 87.9
Stratosphere User Traces 92.4 78.7 84.1 88.5

The proposed model performed best in terms of anomaly detection accuracy for all
datasets studied, with strong scores for UNSW-NB15 (94.2%) and user behavior (92.4%).
Method [3], using traditional statistical models, simply could not deliver as it was poorly
suited to capturing nonlinear relationships in cloud events. Method [8] and Method [25]
claimed to make moderate advancements; however, these performances were without
the concurrent dynamic representation provided by MS-DRVE and which accounts for
such a big gap in performance sets.

Table 3: False Positive Rate (%) Across Different Attack Scenarios

Attack Scenario Proposed Model Method [3] Method [8] Method [25]
Reconnaissance 3.1 10.5 6.4 5.8
Exploits 2.8 9.7 5.2 4.9
Insider Threat 3.4 1.2 7.1 6.0

The false positive rates of the proposed model were significantly lower and consistent
across various attack categories. In reconnaissance and insider threat scenarios, the
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proposed approach has kept the false positive rate below 4%, a huge improvement over
Method [3], which constantly flagged benign behavior as suspicious. The attention-
based embeddings in MS-DRVE and the reinforcement-aware alert propagation in
GCM-D-Net made further
understanding while reducing alert overtriggering in process.

improvements in both precision and contextual

Table 4: Average Alert Latency (Milliseconds)

Environment Proposed Model | Method [3] | Method [8] | Method [25]
Container Cluster 580 1130 920 740
VM-Based Services 605 1085 950 780

Hybrid Cloud 595 1150 930 770

The proposed model showed the least alert latency across all environments with about
5900 ms on average in the process. This is because the lightweight embedding
computations combined with the graph-optimized propagation have reduced the
overhead significantly. About half of the end-to-end processing timestamp from Method
[3] and [8] was reduced, making the model to be very suitable in real-time alerting in
operational cloud setups.

Table 5: Recommendation Acceptance Rate by Security Analysts (%)

Dataset P;’[zzzd Method [3] | Method [8] | Method [25]
UNSW-NB15 89.6 63.4 74.2 82.1
AWS Cloud Trail Logs 87.2 58.3 70.5 78.8
Stratosphere User Traces 913 61.7 73.1 80.6

The performance in terms of acceptance rate exhibited by security analysts is high for
the recommendations produced by the proposed model, particularly for complicated
behavioral datasets and samples. Recommendations were therefore framed in line with
the observed system behavior and past analyst decisions by the contextual grounding
offered by FARE-CL's federated learning combined with the contrastive learning
mechanisms. In this manner, the proposed mechanism outperformed baseline models
with no personalized learning mechanisms.
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Table 6: Usability Score of Visualizations (Out of 5)

Dataset Proposed Model | Method [3] | Method [8] | Method [25]
UNSW-NBi15 4.7 3.5 4.0 4.3
CloudTrail Logs 4.6 3.2 3.8 41
User Activity Dataset 4.8 3.4 41 4.4

Usability of visualization was judged through Likert-scale responses from 12 experienced
cloud security analysts. The proposed X-MMTrans module's average usability score was
4.7 as a result of its multi-modal visual representation with embedded attention cues. In
contrast, traditional visualization techniques applied by Method [3] scored lowest
because of the lack of interactivity and clarity; however, transformer-based designs in
the proposed system allowed speedier understanding of complex threat landscapes.

Table 7: Bayesian Confidence in Model Reliability (% Confidence Interval)

Dataset Proposed Model | Method [3] | Method [8] | Method [25]
UNSW-NB15 94.2 £1.6 85.3 £ 3.4 89.1+2.8 0.4 £ 2.3
CloudTrail Logs 92.5+ 1.9 82.7+3.7 86.4 + 2.9 88.8 +2.4
User Activity Dataset 93.7 £ 1.5 83.4 £ 3.2 87.8 £2.6 89.3t21

Bayesian evaluation framework (BayEVAL) was together with confidence intervals
operating for multiple timestamp windows in measuring the model's reliability of
performance. The proposed model continuously exhibited tighter confidence bounds
and a more elevated degree of certainty about its Fi-score and precision values
operating. Statistical robustness is critical for being deployed in delicate environments
under which false decisions have high operational costs. Compared with Method [3], the
narrower interval and increased mean confidence values indicate a more stable and
trustworthy performance profile sets. Collectively, these results show that the proposed
model is more superior than the established techniques, through key performance
dimensions-such as  detection accuracy, response time, interpretability,
recommendation quality, and statistical confidence sets. The integration of multi-modal
embeddings, graph-based propagation, explainable visualization in process, federated
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recommendation learning, and Bayesian evaluation brought cohesion and high
performance in a forensic solution for dynamic cloud environments.

Validated Model Impact Analysis

From the experimental analysis on the proposed framework for recommendations-based
cloud forensics, it is obviously clear that the framework excels above all three baseline
methods-Method [3], Method [8], and Method [25]-across numerous operational
affected dimensions. According to Table 2 along with figure 4 & figure 5, the proposed
model achieved more than 94% in anomaly detection accuracy for the UNSW-NBig
dataset and consistently performed well across AWS CloudTrail logs and Stratosphere
user activity traces in process. High detection rates are of utmost significance in cloud
environments where early detection concerning such patterns as privilege escalations or
policy violations will directly influence the response timestamp and strategies for system
containment sets. Hence, the fact that the model continuously yielded strong results on
various data sources serves to validate the generalizability of the multi-source risk
embedding mechanism (MS-DRVE) and its relevance for practical deployments.

Even more importantly, however, was the model's ability to minimize false positives, as
too-high alert noise leads to alert fatigue and desensitization of security teams. Table 3
shows that the false positive rate in the proposed model kept below 3.5%, on average, for
each of the major attack types, far above the competing models. Indeed, such a degree
of confidence in real time means that administrators can only receive alerts that matter
and are in appropriate context, thereby making security operations much more efficient.
For example, through insider threat detection scenarios-subtle, gradual behavior
changes in a person's way of working-boast an outstandingly low false positive rate,
thereby allowing the legitimate behaviors not to be incorrectly flagged and sustaining
both system availability and user trust in process.

Another more vital parameter under real-time environments is alert latency as depicted
in Table 4. The proposed system achieved an average alert latency of less than 600
milliseconds across all container, VM, and hybrid environments. This performance is
crucial for live threat containment especially in scenarios related to lateral movement or
zero-day exploit deployment, where even slight delay may lead to serious compromise.
The architecture uses lightweight vector embedding and effective graph-based
propagation (GCM-DNet) for fast detection-to-alert transition without the need for
exhaustive historical comparisons or complete retraining in process.

Table 5 further points out the practical utility of the system by showing that
recommendation acceptance rates were even beyond 89%, thus indicating strong
alignment of automated suggestions and human judgment. It becomes particularly
useful in incident response workflows where administrators are forced to make
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containment decisions within very narrow time spans. The personalized
recommendation system (FARE-CL) allows adaptive guidance through learning from
both global anomaly contexts and localized user-specific feedbacks. With such
proprietary performance in this space, the model appears to be headed toward
incorporation within automated response playbooks, potentially improving consistency
while reducing delays in manual investigations in process.

Ultimately, the overall robustness of the system decision-making has been statistically
validated by Bayesian confidence analysis shown in Table 7. The proposed framework,
according to such analysis, maintained the over 94% narrow margin errors index across
datasets. Particularly this is true for production-grade systems, where decisions are valid
only by support from statistically validated evidence and not by isolated metric peaks.
The Bayesian evaluation component is a very familiar term to administrators, as being a
reliability indicator over timestamp; it would help understand periods of risk thresholds
and optimal deployment windows in process. Overall, the collective results represented
by all tables show that the proposed model offers integrated, efficient, and trustworthy
solutions to real-time cloud forensics and pre-emptive threat mitigation in process.

Validated using Hyper parameter & Metric Deviation Set Analysis

The performance evaluation of the recommendation-based cloud forensics framework,
therefore, included measures of central tendency and dispersion so as to have a fairly
comprehensive measure of the consistency or robustness of the system. Almost
everywhere, the mean detection accuracy attained by the proposed model is 92.8%
across test datasets, with a standard deviation of +1.1%. The mean performance at high
average and low variance contrasts with that of Method [3], which is 78.5% + 3.4%;
Method [8], with its mean of 84.7% + 2.8%; and Method [25], at 87.9% + 2.2%. Likewise
with average false positive rate, the proposed model had a 3.1% * 0.4%, compared to
10.5% + 1.1% for Method [3], 6.2% + 0.9% for Method [8] and 5.6% + 0.7% for Method
[25]. This reduced variance regarding both detection and error measured amounts
means that the proposed framework tends to offer comparatively increased operational
stability despite changing workload profiles and event types.
For the significance of performance differences, paired t-tests and a one-way ANOVA
were performed across methods across runs (n=30 for each method per dataset). The t-
tests comparing the proposed method against each of the baselines yielded p-values
<o0.01 for detection accuracy, false positive rate, and recommendation acceptance rate,
affirming that the improvements are statistically significant at a 99% confidence level.
Similarly, with Levene's test for equality of variances, most of the assumptions of
homogeneity hold, directly allowing the use of these parametric tests. The ANOVA for
alert latency across all methods yielded an F-statistic of F(3,116)=24.8 and an associated
p-value of <o0.001, confirming the significant performance differentiation of methods.
Furthermore, post hoc Tukey's HSD tests indicated that a significant improvement was
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achieved by the proposed model, compared with both the weakest baseline (Method [3])
and the more competitive designs represented by Method [8] and [25] in process.

The recommendation acceptance rate, a critical operational factor, averaged 89.4% =+
1.5% for the proposed component FARE-CL, in stark contrast to much lower percentages
of 63.5% + 4.1%, 73.9% + 2.9%, and 80.5% = 2.2%, reported by Methods [3], [8], and [25],
respectively. Once again, p-values reveal differences in such importance (p < 0.01) and in
their effectiveness through federated and contrastive learning. In an operational setting,
such highly-level figures indicate lower cognitive workload for the security analyst and
also possible automated suggestion-humans intuition alignment, which is needed in the
event of highly charged environments.

The selection of references [3], [8], and [25] for baselines comparison was based on the
fact that they are quite diverse with respect to their representation and, at the same
time, relevant to the key operational domains that the proposed framework addresses.
Method [3] relies on statistical anomaly-based detection and is representative of typical
forensic tools that operate on single-source logs using non-adaptive thresholds or rule
sets. It serves a purpose to establish benchmarks in the transition from static, non-
adaptive systems to dynamic learning-based architectures. Method [8] is responsible for
suggesting alert correlation and propagation via graph-based models, signaling the most
recent trends in research on multi-entity threat modeling. This model was selected for
direct performance comparison of the GCM-DNet module to a similarly structured but
less optimized model. Method [25] relies on federated learning and decentralized
decision-making across distributed nodes, which is also consistent conceptually with
the FARE-CL component. Inclusion makes it a fair benchmark regarding
recommendation quality and privacy-preserving model learning in a distributed cloud
setup. Together, these methods form a very robust comparative baseline against which
any novel component of the proposed framework could be independently and jointly
validated in process.

Validation using Practical Use Case Scenario Analysis

Consider a cloud-based infrastructure supporting a mid-sized e-commerce platform
which performs across multiple availability zones with containerized microservices for
inventory, payments, user authentication, and customer service. The platform generally
handles about 50,000 average events per minute: from HTTP requests to internal API
calls via system logs. One morning, the authentication microservice saw a deviation,
with a bombardment of failed logins from across the globe, a sudden anomalous surge
in API utilization among privileged accounts. The recommendation-based cloud
forensic model processes multi-source input-that includes system logs, Net Flow
records, and user behavior profiles - through the MS-DRVE module, which embeds data
into a unified risk vector embedding of dimensionality of 128. The attention-weighted
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encoder ascribes higher weights to rapid privilege elevation and almost all unusual
command execution sequences and repeated access to session token handlers in the
process. This embedded risk profile spikes in the deviation from baseline patterns,
surpassing the alert threshold set at 0.75, and forwards to the GCM-DNet module in the
process.

The GCM-DNet engine is placed at the forefront of building the graph representation of
a given attack with over 3,500 nodes and 12,000 inter-service communication edges at
this stage in process. The adopted propagation model finds a probable lateral movement
path from a compromised authentication service to the payment processing service sets.
Within 580 milliseconds, a valid high-severity alert is raised on the SOC dashboard
alongside a visual overlay set up by the X-MMTrans module. The generated
visualization highlights the anomalous flows under investigation using heat maps and
event timelines. At the same time, the FARE-CL module draws references from its
federated learning model trained on similar client environments and recommends a
three-step response: isolate the authentication pod, revoke elevated session tokens, and
enable geo-fencing for admin accounts. These recommendations have seen a historical
acceptance rate of 91% from the side of analysts and have been confirmed by the
responding SOC team sets. Seconds after that, containment actions were implemented,
and the BayEVAL module logged the actual precision and latency of the event, updating
the reliability score of the system with posterior confidence intervals of 94.5% + 1.3 in
the process. This whole workflow displays the seamless integration of detection,
visualization, recommendation, and reliability assurance in mitigating real-time cloud
threats in process.

5. Conclusion& Future Scopes

This innovation introduced an integrated innovative framework on recommendation-
based cloud forensics empowered by pre-emptive detection, informative alerting
contextualized, personalized recommendations, and probabilistic evaluations. Its design
incorporated five analytically distinguishable components: MS-DRVE for multi-source
dynamic risk embedding; GCM-DNet for graph-based alert propagation; X-MMTrans for
explainable visualization; FARE-CL for federated adaptive recommendations; and
BayEVAL for evidence-based evaluation—together addressing core limitations of
existing forensic systems that are reactive and not contextual. Extensive experimental
validation demonstrated superior performance along important metrics for the model
under consideration and across three different datasets: UNSW-NBi5, AWS Cloud Trail
logs, and Stratosphere user activity traces. The model achieved an accuracy of detection
of 94.2% on UNSW-NBi15 maintaining greater than 91% accuracy on behavioral and API-
level datasets, which vastly outdid its counterparts, namely Method [3] (mean accuracy:
~78.5%), Method [8] (~85.5%), and Method [25] (~88.5%). On the other hand, the
framework was able to maintain lower than 3.5% false positive rates, thus enhancing
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operability by over 60% when compared to Method [3]. The framework displayed the
ability to respond in real time, achieving an average latency of alerting of 600
milliseconds or less, thus enabling threat reporting in the live environment almost
instantly. In addition, the recommendation system demonstrated analyst acceptance
rates above 89 per cent, while average scores for visual usability stood at 4.7 out of 5.
Bayesian reliability intervals remained tight (+1.6%) with confidence levels crossing
94%, therefore underscoring the statistical stability of the model across timestamp and
environments. Collectively, these results validate that the framework fits for agile,
trustworthy, and explainable cloud security operations.

Future Scope

Future work will extend against the backdrop of the present framework to achieve
better adaptability, automation, and applicability across domains in that area mentioned
before for the process. Risk vector embedding using zero-shot learning techniques for
better generalization to unseen threat patterns, particularly cloud-native environments
of ephemeral resources and serverless components, is planned for explorations. With
the infusion of continuous learning and drift detection components, adjustment to
considerable dynamic alterations in cloud workload and behavior profile will be possible
without further manual retraining. Further expansion will be provided to automate the
recommendation engine (FARE-CL) supporting multi-objective optimization, where
trade-offs need to be balanced between detection accuracy, user impact, and system cost
under some changing security policies. Furthermore, there are plans for integrating this
framework  with  distributed multi-cloud framework deployments, when
recommendations and alerts should be synchronized across vendors and architectures.
There also needs to be an extension in federated learnings for hierarchical model
aggregation and cross-region privacy enforcement. The visualization module (X-
MMTrans) shall be enhanced further with neural-symbolic reasoning layers for causal
explanation of security events, thus providing much more actionable intelligence to the
security analyst. Another round of significant validation will be in live deployment
within enterprise-scale SOCs, with deliberation on user studies aimed at further
evaluating usability, interpretability, and operational efficiency under real-time
adversarial pressure sets.

Limitations

While the suggested framework achieves a remarkable performance in detection,
recommendations, and reliability metrics, it presents some limitations, which need to be
addressed for future improvements to the process. One major limitation consisted of the
very nature of the model's input datasets, which rely on being labeled: datasets like
UNSW-NBi5 and synthetic CloudTrail traces may not reflect all forms of diversity and
unpredictability from real-world large-scale threat landscapes. The federated
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recommendation model, although somewhat reducing this effect through localized

learning, might make it hard for some regions to give high-quality feedback, degrading

the effectiveness of personalized recommendation in such environments. Also, because

of their high computational complexity, attention mechanisms in MS-DRVE and

transformer-based visualizations in X-MMTrans might provide execution challenges

while trying to scale to environments with extremely high event volumes (e.g., >10,000

events/sec) unless a parallelization-support system or optimized hardware is provided in

the process. The graph-based decision module (GCM-DNet), while efficient in the case

of a moderate size of network, would have to deal with very high dynamic cloud graphs,

adaptively requiring pruning or summarization techniques in process.
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