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1 Introduction 

Random numbers play a vital role for example, in operation research, statistics and cryptography which are 

generated as unpredictable valued numbers. They are generated from two kinds of generators: First,random 

number generators (RNGs) are generated from uncertain process that its output represents as random. 

Therefore, it needs some process to remove the noise for clarifying the results. Second, pseudo-random 

number generators (PRNGs) aregenerated as a deterministic process whichneeds unpredictable random seed 

and some well-known mathematical formula[1]. In simulation and computer programing, PRNGs are 

commonly used because they are deterministic and fast in implementation so that in cryptography, the 

outputs of PRNG’s would be used as a key-encryption for encoding and decoding. [2,3,4]. Therefore, 

random numbers are values arranged as a sequence manner while the bit random sequence consists of {0, 1} 

binary digits.Subsequently, generated random numbers subject to randomness metric to investigate the 

randomness behavior such as the randomness hypothesis test. 

In 1982, M. Blum discovered a method of finding an integer in pseudo-random bit and called Blum integer 

[5]. Following that in 1986, Blum et al. [8] proposed pseudo random number generator (PRNG) called 

Blum-Blum-Shub (BBS) that produces unpredictable sequences of random numbers which uses quadratic 

generator. Blum-Blum Shub (BBS) algorithm is considered one of the most popular random number 
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generators for secured encryption with high security because of the large prime factorizing number (n). 

Though it is a simple algorithm, it requires large numbers to be secured [6]. Moreover, Blum prime number 

is defined by a prime number 𝑝 with 𝑝 ≡ 3(𝑚𝑜𝑑 4) and a positive integer𝑛 is a Blum integer denoted by the 

product of two distinct Blum prime numbers 𝑝 and 𝑞 such that 𝑞 ≡ 𝑝 ≡ 3(𝑚𝑜𝑑 4). So that the BBS 

algorithm uses Blum integer denoted by 𝑛, anditusesa scalar 𝑥𝑆as co-prime to n and its seed 𝑋0 is defined by 𝑋0 ≡ ( 𝑥𝑆)2𝑚𝑜𝑑𝑛. Additionally, the quadratic generator of the BBS𝑋i+1 ≡ ( 𝑋i )2𝑚𝑜𝑑𝑛 generates the output 

of random numbers converting to bit sequence [7, 8, 9]. Joey [10] modified the BBS algorithm by replacing 

its quadratic generator with a 2 × 2matrix, 𝑀 denoted by 𝑥𝑀and its seed 𝑆0 𝑀 is defined by 𝑆0 𝑀 =(𝑥𝑀)2𝑚𝑜𝑑 𝑛. This new generator is called a2 × 2  matrix generator, which could produce four times more 

further one output periteration.  

In this work, modifications on the BBS algorithmsuch as cubic, quartic, arithmetic sequence, 3 × 3  matrix 

andmodified cubic and quadratic functionalgorithms’ generators are considered. This paper is organized as 

follows: section 1 presents the basic concept ofBBS algorithm concept. In section 2 the randomness 

hypothesis test is described. Then wefocus on modifying the algorithms andit follows by applying 

therandomness hypothesis test on the randomness of the modified BBS algorithms. Subsequently, results 

and discussion of the study are in section 5 and finally, conclusion is made on overall finding of the study. 

2 Blum-Blum Shub Algorithm 

BBS algorithm is one of the pseudorandom number generators PRNG that appeared in 1986[11] depending 

on the concept of number theory. The BBS generator is based on the difficulty of quadratic residue and the 

large number of modulo n which is calculated by choosing two Blum prime numbers𝑝 and 𝑞 such that𝑛 =𝑝 × 𝑞. In this section, the definition and theorem regarding to the function 𝑓 employed in BBS algorithm 

and the process for generating random bit sequences of the BBS.  

Definition 1 [12]: If there is an integer  0 < 𝑥 < 𝑛 such that the congruence of  𝑥2 ≡ 𝑟(𝑚𝑜𝑑𝑛) has a 

solution, then 𝑟 is said to be quadratic residue  (𝑚𝑜𝑑𝑛). 

Note that if the congruence does not have a solution, then 𝑟 is called quadratic nonresidue 

Theorem 1 [12]: Let  𝑛 = 𝑝𝑞be the product of two Blum primes. The function  𝑓 such that 𝑓:     𝑄𝑅𝑛  ⟶  𝑄𝑅𝑛 𝑥 ⟶  𝑥2(𝑚𝑜𝑑𝑛). 
The function 𝑓 described by Theorem 1 is that 𝑓 is a permutation defined from a set to the same set. 

Moreover, 𝑓 is a bijection since each quadratic residue has exactly one square root which is also a quadratic 

residue. 

Next, the parity bit sequence has been converted from the random numbers generated by BBS for each 

iteration, and the following steps and Figure 1 illustrates the BBS algorithm: 

Choose two distinct Blum prime numbers  𝑝 and 𝑞 for 𝑛 ∋ 𝑛 = 𝑝 × 𝑞. 

1. Choose a scalar 𝑥𝑆 as co-prime to 𝑛  randomly. 

2. Define a scalar seed  𝑋0 𝑆  as 𝑋0 𝑆 = (𝑥𝑆)2𝑚𝑜𝑑𝑛. 
3. Generate the first iteration  𝑋1 𝑆 = (𝑋0 𝑆)2𝑚𝑜𝑑𝑛. 
4. Convert  𝑋1 𝑆  to  𝑍1 S  such that parity( 𝑋1 𝑆) = 𝑋1 𝑆𝑚𝑜𝑑 2. 

5. Create binary sequence as output of  𝑍1 𝑆   as {𝑋1 𝑆𝑚𝑜𝑑 2}. 
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Figure 1: Original BBS 

 

3 Randomness Hypothesis Test 

The hypothesis test is a method to investigate whether the sequence of data is fulfilling the randomness 

observation or not. This randomness hypothesis test is depending on several steps [1,3]: 

Step 1:Suppose the following hypotheses: 𝐻0 : The sequence of data is fulfilling the randomness.  𝐻1 : The sequence of data is rejecting the randomness. 

Step 2:Calculate the number of runs where run is representing the number of observations that occur with 

the same pattern, for example, if the Head and Tail are the observations of a random sequence as: 

 

H T H H T H T TT H T T H HH T TTTT H HH 

The number of runs is (11) is determined as Table 1: 

H T HH T H TTT H TT HHH TTTTT HHH 

1 2 3 4 5 6 7 8 9 10 11 

Table 1: The number of runs 

 

Step 3: Determine the samples as the number of H as N1= 11, and the number of T as N2=12 so that if both 

or one of the number of samples are less than or equal to 20 then the test evaluation is the runs number and 

makes the decision according to the critical value table. On the other hand, if the number of samples N1 or 

N2 are larger than 20, the statistical technique will be taken. 

Significance level𝛼: It is a probability of the error level that gives an indication whether the bit-stream is 

random or not. Sometimes, it gives us a rejection to accept the randomness even if the random generator has 

a good performance. Besides that, it sets before applying the test and its value often takes between (𝛼 =0.01,  or𝛼 = 0.05) [13]. 

p-value: It is a probability of giving a well-confidence indication for testing the randomness compared with 

the selected significance level (𝛼). It means that if the p-value ≥ 𝛼 the randomness will be accepted, 

otherwise, the bit-sequence will be nonrandom if the p-value < 𝛼 [13]. 

The statistical technique under consideration is relying on calculate the 𝑍-score of the normal distribution 

by𝑍 = 𝐺−𝜇𝐺𝛿𝐺 , where 𝐺 is the number of runs, 𝜇𝐺 is number expectation calculated by 
2𝑁1𝑁2𝑁 + 1, and 𝛿𝐺is the 

standard deviation calculated by √2𝑁1𝑁2(2𝑁1𝑁2−𝑁)𝑁2(𝑁−1) . 



Scope 
Volume 13 Number 4 December 2023 

 

 

345 www.scope-journal.com 

 

After that, the critical value should be applied by ∓𝑍∝2 = ∓1.96 with respect to the normal distribution by 

setting the significance level as 𝛼 = 0.05. 

4 Methodology 

In this study, several modifications have been developed from BBS algorithm: 

1. Cubic BBS algorithm, which is demonstrated by the following steps: 

a) Choose two distinct Blum prime numbers 𝑝 and 𝑞 for 𝑛 such that 𝑛 = 𝑝 × 𝑞. 

b) Choose a scalar 𝑥 as co-prime to 𝑛  randomly. 

c) Define a scalar seed  𝑋0  as 𝑋0 = (𝑥)3𝑚𝑜𝑑𝑛. 
d) Generate the first iteration  𝑋1 = (𝑋0)3𝑚𝑜𝑑𝑛. 
e) Convert  𝑋1  to  𝑍1  such that parity( 𝑋1) = 𝑋1𝑚𝑜𝑑 2. 

f) Create binary sequence as output of  𝑍1   as {𝑋1𝑚𝑜𝑑 2} 

 

Figure 2 illustrates the algorithm: 

 
Figure 2: Cubic BBS 

 

2. Quartic BBS algorithm is highlighted by the following steps: 

a) Choose two distinct Blum prime numbers 𝑝 and 𝑞 for 𝑛 such that 𝑁 = 𝑝 × 𝑞. 

b) Choose a scalar 𝑥 as co-prime to 𝑁  randomly. 

c) Define a scalar seed  𝑋1  as 𝑋0 = (𝑥 )4𝑚𝑜𝑑𝑁. 
d) Generate the first iteration  𝑋1 = (𝑋0)4𝑚𝑜𝑑𝑁. 
e) Convert  𝑋1  to  𝑍1  such that parity( 𝑋1) = 𝑋1𝑚𝑜𝑑 2. 

f) Create binary sequence as output of  𝑍1   as {𝑋1𝑚𝑜𝑑 2}. 

 

Implementation of the modified algorithm is given in Figure 3: 
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Figure 3: Quartic BBS 

 

3. Sequence BBS algorithm,where the modification is based on arithmetic sequence is stated as below: 

a) Choose two distinct Blum prime numbers 𝑝 and 𝑞 for 𝑛 such that 𝑁 = 𝑝 × 𝑞. 

b) Choose a scalar 𝑥 as co-prime to 𝑛  with 0 < 𝑥 < 𝑁2. 

c) Create 𝑆𝑒𝑞𝑘(𝑥) = 𝑥 + (𝑘 − 1)d, with  0 < 𝑘 < 𝑥𝑑 and 0 < 𝑑 < 𝑡ℎ𝑒 𝑠𝑚𝑎𝑙𝑙𝑒𝑟 𝐵𝑙𝑢𝑚 𝑝𝑟𝑖𝑚𝑒 . 
d) Define a scalar seed  𝑆0 𝑆𝑒𝑞𝑘  as 𝑆0 𝑆𝑒𝑞𝑘 = {𝑆𝑒𝑞𝑘(𝑥)}2𝑚𝑜𝑑𝑁. 

e) Generate the first iteration  𝑆1  𝑆𝑒𝑞𝑘 = {𝑆0𝑆𝑒𝑞𝑘}2𝑚𝑜𝑑𝑁. 

f) Convert  𝑆1  𝑆𝑒𝑞𝑘   to  𝑍1 𝑆𝑒𝑞𝑘  such that parity( 𝑆1  𝑆𝑒𝑞𝑘) = 𝑍1 𝑆𝑒𝑞𝑘𝑚𝑜𝑑 2. 

g) Create binary sequence as output of  𝑍1 𝑆𝑒𝑞𝑘   as {𝑆1  𝑆𝑒𝑞𝑘𝑚𝑜𝑑 2}. 

 

 

 

 

Figure 4 summarizes the algorithm: 

 
Figure 4: Sequence BBS 
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4. 3 × 3  matrix BBS algorithm, is an extension of 2× 2 matrix BBS algorithm 10]: 

a) Choose two distinct Blum prime numbers 𝑝 and 𝑞 for 𝑛 such that 𝑁 = 𝑝 × 𝑞. 

b)  Choose a matrix 𝑀 of 3 × 3 as co-prime to 𝑛 randomly with a condition of gcd(𝑎𝑖𝑗 , 𝑁) = 1. 
c) Define a matrix seed 𝑆0 𝑀 as 𝑆0 𝑀 = (𝑥𝑀)2𝑚𝑜𝑑 𝑁. 

d) Generate the first iteration 𝑆1 𝑀 = (𝑆0 𝑀)2𝑚𝑜𝑑 𝑁. 

e) Convert 𝑆1 𝑀 to 𝑍1 𝑀 such that parity (𝑆1 𝑀) = 𝑆1 𝑀 𝑚𝑜𝑑 2. 
f)  Create binary sequence according to output of 𝑍1 𝑀  as {𝑆1 𝑀 𝑚𝑜𝑑 2}. 

 

The algorithm is illustrated by Figure 5: 

 
Figure 5: 𝟑 × 𝟑 matrixBBS 

 

To understand the modified algorithm better, we give the following example on how a 3 × 3 matrix 

modified BBS algorithm can be constructed: 

Step 1: Let 𝑝 = 3, 𝑞 = 7, 𝑛 = 𝑝𝑞 = 21. 
Step 2: Let a matrix 𝑀 be 𝑥𝑀 = (13 20 1117 5 1016 19 8 ). 

Step 3: Matrix 𝑀 seed is 𝑆0 𝑀 = (𝑥𝑀)2𝑚𝑜𝑑 𝑛: 𝑆0 𝑀 = (13 20 1117 5 1016 19 8 )2 𝑚𝑜𝑑 21 = (685 569 431466 555 317659 567 430) 𝑚𝑜𝑑 21 

= (685 𝑚𝑜𝑑21 569 𝑚𝑜𝑑21 431 𝑚𝑜𝑑21466 𝑚𝑜𝑑21 555 𝑚𝑜𝑑21 317 𝑚𝑜𝑑21659 𝑚𝑜𝑑21 567 𝑚𝑜𝑑21 430 𝑚𝑜𝑑21) = (13 2 114 9 28 0 10) 

Step 4: The first iteration is 𝑆1 𝑀 = (𝑆0 𝑀)2𝑚𝑜𝑑 𝑛: 𝑆1 𝑀 = (𝑆0 𝑀)2𝑚𝑜𝑑 21 = (13 2 114 9 28 0 10)2 𝑚𝑜𝑑 21 = (265 44 257104 89 82184 16 188) 𝑚𝑜𝑑 21 

= (265 𝑚𝑜𝑑21 44 𝑚𝑜𝑑21 257 𝑚𝑜𝑑21104 𝑚𝑜𝑑21 89 𝑚𝑜𝑑21 82 𝑚𝑜𝑑21184 𝑚𝑜𝑑21 16 𝑚𝑜𝑑21 188 𝑚𝑜𝑑21) = (13 2 520 5 1916 16 20). 
Step 5: Evaluate 𝑍1 𝑀 such that 𝑍1 𝑀 =parity (𝑆1 𝑀) = 𝑆1 𝑀 𝑚𝑜𝑑 2: 
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𝑍1 𝑀 =parity (𝑆1 𝑀) = 𝑆1 𝑀 𝑚𝑜𝑑 2: (13 𝑚𝑜𝑑 2 2 𝑚𝑜𝑑 2 5 𝑚𝑜𝑑 220 𝑚𝑜𝑑 2 5 𝑚𝑜𝑑 2 19 𝑚𝑜𝑑 216 𝑚𝑜𝑑 2 16 𝑚𝑜𝑑 2 20 𝑚𝑜𝑑 2) = (1 0 10 1 10 0 0). 
Step 6: Binary sequence: {1 0 1 0 1 1 0 0 0}. 

5. Finally, the following two modifications are based on modified cubic and quadratic function with 

an embedded parameter: 

 

I. Parameter modified cubic BBS: 

a) Choose two distinct Blum prime numbers 𝑝 and 𝑞 for 𝑛 such that 𝑁 = 𝑝 × 𝑞. 

b) Choose a scalar 𝑋0  any random seed with 𝑔𝑐𝑑(𝑋0, 𝑁) = 1. 

c) Define D as 𝐷 = 𝑋03𝑚𝑜𝑑𝑔 where𝑔 = 𝑙𝑐𝑚(𝑝 − 1, 𝑞 − 1). 

d) Generate the first iteration𝑋1 = (𝑋0 + 𝐷)3𝑚𝑜𝑑𝑁. 

e) Convert  𝑋1  to  𝑍1  such that parity( 𝑋1 ) = 𝑍1𝑚𝑜𝑑 2. 

f) Create binary sequence as output of  𝑍1   as {𝑋1𝑚𝑜𝑑 2}. 

 

II. Parameter modified quadratic BBS: 

a) Choose two distinct Blum prime numbers 𝑝 and 𝑞 for 𝑛 such that 𝑁 = 𝑝 × 𝑞. 

b) Choose a scalar 𝑋0  any random seed with 𝑔𝑐𝑑(𝑋0, 𝑁) = 1. 

c) Define D as 𝐷 = 𝑋02𝑚𝑜𝑑𝑔 where𝑔 = 𝑙𝑐𝑚(𝑝 − 1, 𝑞 − 1). 

d) Generate the first iteration by 𝑦1 = (𝑔𝑞𝐷)2 with 𝑋1 = 𝑋0𝑌0𝑚𝑜𝑑𝑁. 

e) Convert  𝑋1  to  𝑍1  such that parity ( 𝑋1 ) = 𝑍1𝑚𝑜𝑑 2. 

f) Create binary sequence as output of  𝑍1   as {𝑋1𝑚𝑜𝑑 2}. 

 

In the following figure, the flow of thesetwo algorithmsare presented: 

 
Figure 6:  Cubic and quadratic function with an embedded parameter. 

The following examples can explain the loop of the modified cubic and quadratic algorithms: 

Example 1: 

Step 1 Let p = 3, q = 7, n = pq = 21. 

Step 2: Let 𝑥 = 100. 
Step 3: Define D as 𝐷 = 𝑋03𝑚𝑜𝑑𝑔 = 4 where𝑔 = 𝑙𝑐𝑚(𝑝 − 1, 𝑞 − 1) = 6. 
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Step 4: Generate the first iteration 𝑋1 = (𝑋0 + 𝐷)3𝑚𝑜𝑑𝑁 = 20. 

Step 5: Evaluate 𝑍1 𝑆 such that  𝑍1 =party (𝑋1) = 𝑋1 𝑚𝑜𝑑 2 = 20 𝑚𝑜𝑑 2 = 0. 
Step 6: Binary sequence: {0}. 

Example 2: 

Step 1 Let p = 3, q = 7, n = pq = 21. 

Step 2: Let x = 100. 
Step 3: Define D as 𝐷 = 𝑋02𝑚𝑜𝑑𝑔 = 4 where𝑔 = 𝑙𝑐𝑚(𝑝 − 1, 𝑞 − 1) = 6. 

Step 4: Generate the first iteration by 𝑦0 = (𝑔𝑞𝐷)2 with 𝑋1 = 𝑋0𝑌0𝑚𝑜𝑑𝑁 = 0. 

Step 5: Convert  𝑋1  to  𝑍1  such that parity ( 𝑋1 ) = 𝑍1𝑚𝑜𝑑 2 = 0. 
Step 6: Binary sequence: {0}. 

5 Results and Discussion 

By applying the hypothesis randomness test for all above algorithms, the prime numbers 𝑝 = 203 and 𝑞 =  603 and the iterationnumber as 100 are fixed. Results of the hypothesis test on randomness are 

mentioned in the Table2: 

 Algorithms Length of 

Bitstream 

HypothesisTestResult 

1 Original BBS 100 fulfill the randomness test 

2 Cubic BBS 100 not fulfill randomness test 

3 Quartic BBS 100 fulfill the randomness test 

4 Sequence BBS 1000 fulfill the randomness test 

5 2 × 2   matrix BBS 400 fulfill the randomness test 

6 3 × 3   matrix BBS 900 fulfill the randomness test 

7 Parameter Modified Cubic BBS 100 fulfill the randomness test 

8 Parameter Modified Quadratic BBS 100 fulfill the randomness test 

Table 2: Results for hypotheses test on randomness generated by the algorithms 

 

The data of all algorithms had been chosen as virtual collections that could be represented as samples in 

encryption system to check their algorithm’s behavior. Despite the iteration is equal to 100 of each 

algorithm, the increment can be noticed in some bit sequence such as(Sequence BBS, 2 × 2   matrix BBS, 

and3 × 3   matrix BBS) with the same primenumbers 𝑝 = 203 and 𝑞 =  603.To illustrate that, the Table3 

describes the output of bit sequence of all algorithms: 
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Algorithm 1 2 3 4 5 6 7 8 

One 

Iteration 

(sequence)  

1-bit  1-bit  1-bit  20-bit  4-bit  9-bit  1-bit  1-bit  

100 

Iterations 

(sequence) 

100-bit  100-bit  100-bit  2000-bit  400-bit  900-bit  100-bit  100-bit  

Table 3: The bit sequences of all algorithms 

 

We can notice that the bit sequence of sequence BBS algorithm is 20 times greater than the original BBS 

per one iteration, and the bit sequence of2 × 2 matrix BBS algorithm is 4 times greater than the original 

BBS while the bit sequence of3 × 3 matrix BBS is 9 times greater than the original BBS. 

Consequently, the evaluation of the hypothesis randomness test in the table 3 at significance level α = 0.05 depends on the normal distribution formula that consists of run expectation number and 

standard deviation. On the other hand, the value of normal distribution 𝑍 illustrates the statistic test 

values for all data which are in between the critical interval −1.96 ≤ 𝑍 ≤ 1.96. It implies that the bit 

sequence of all algorithmsaccepts the null hypotheses and fulfill the randomness expected the cubic BBS 

algorithm. Therefore, the cubic BBS algorithm is not useful as a pseudo-random number generator. 

6 Conclusion 

In this paper, we have proposed seven modifications on BBS algorithm. Our randomness hypothesis test 

showed that they all fulfilled the randomness test except cubic BBS. Moreover, the extended bit 

sequence of arithmetic sequence BBS, 2 × 2   matrix BBS, and3 × 3 matrix BBSalgorithms can increase 

the randomness cycle despite lower iterations, which leads to improve randomness, but other modified 

algorithms still generate one bit sequence per iteration. 
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