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Abstract: Many areas, including security tracking systems, have been 

completely changed by the fast progress made in machine learning (ML). Smart 

machine learning methods are being added to picture and video analysis, which 

is changing how security operations are done by making it easier to watch in real 

time, find problems, and evaluate threats.  This essay looks into how machine 

learning algorithms, especially deep learning models, could be used to make 

tracking systems faster, more accurate, and better able to respond. The main 

goal is to look into how advanced machine learning methods can be used to 

improve security camera images and videos by focusing on things like finding 

objects, recognizing activities, recognizing faces, and analyzing behaviour. The 

study focusses on how to use reinforcement learning (RL), convolutional neural 

networks (CNNs), and recurrent neural networks (RNNs) to track and find 

objects in real time. There is also work being done on creating algorithms that 

can spot shady behaviour, making face recognition systems better, and making 

video analytics work better.  The paper also talks about how these smart 

machine learning models could be added to cloud-based monitoring systems to 

help them be more flexible and give law enforcement agencies access from 

anywhere.  It is also talked about in length how these technologies can help cut 

down on false alarms, find small trends, and give security staff automated tools 

for making decisions. 

Keywords: Machine Learning, Security Surveillance, Image and Video Analysis, 

Deep Learning, Anomaly Detection, Face Recognition 
 



Scope 

Volume 15 Number 04 December 2025 

 

620 www.scope-journal.com 

 

Introduction 

In the past few years, security risks have become much more complex, putting a lot of 

pressure on old tracking systems to change and adapt. While certain circumstances call for 

traditional monitoring systems, they usually struggle with managing vast volumes of data, 

responding to events occurring in real time, and seeing subtle patterns suggesting a danger.  

Security camera data video and picture is accumulating at an exponential pace from all 

around us. It need contemporary technology to manage and evaluate this data. Machine 

learning (ML) has evolved into a game-changing tool in recent years capable of creatively 

enhancing security monitoring systems in fresh and innovative approaches. Particularly 

deep learning models, smart machine learning approaches have shown great promise in 

automating challenging tasks such object detection, face recognition, activity recognition, 

and behaviour analysis, thereby improving monitoring systems. These models can learn to 

locate and track objects, people, and events with a degree of precision and speed never seen 

before by leveraging enormous datasets of images and videos. For object identification, for 

instance, convolutional neural networks (CNNs) are quite popular as they are rather 

excellent in identifying certain persons or objects in real-time video streams.  Likewise, 

recurrent neural networks (RNNs) may examine temporal data in the same manner as 

patterns of human movement, therefore enabling the identification of unusual or weird 

activity.  

Security video systems are including machine learning models, which is driving a shift 

towards smarter, more adaptable, and automated security infrastructure. Machine learning 

algorithms may continually learning from data and improve over time unlike conventional 

rule-based systems. They can so forecast more accurately and need less human assistance. 

This allows security systems to identify and prevent potential security hazards before they 

become more severe, therefore avoiding just responding to them as they arise. Additionally, 

progress in cloud computing and edge computing has made it easier to add machine 

learning models to large-scale monitoring systems.  Cloud-based platforms make it possible 

to store and process huge amounts of video data, and edge computing brings real-time 

processing closer to where the data is collected, which cuts down on delay and speeds up 

decision-making.  These technologies work together to help make flexible, effective, and 

smart surveillance systems that can keep an eye on multiple places at once and send fast 

reports to security staff. Even though machine learning has a lot of promise for security 

tracking, there are still problems with data privacy, computer bias, and integrating systems.  

These problems need to be carefully thought through to make sure that the use of these 

technologies is good for society, protects people's rights, and keeps trust in automatic 

decision-making.   

 

Literature Review 

• Evolution of security surveillance systems 

Security video structures have come a long way from their early days of easy film cameras 

and human monitoring. To start with, standard CCTV structures ruled the tracking 
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surroundings, giving a way to observe and document activities for later review. Even though 

these systems worked properly for easy tracking, they had problems like now not having 

sufficient recording area, bad picture nice, and the incapability to find problems in real time 

or handle complex jobs. When digital technologies got here out inside the 1990s, they made 

loads of things better. For instance, digital video recorders (DVRs) replaced analogue 

information and made it less complicated to save and play again motion pictures. But these 

gear still needed quite a few assist from people to research and make sense of the statistics 

they amassed [1]. With the rise of IP cameras and cloud storage in the early 2000s, 

surveillance became extra networked. This made it possible to observe from afar and 

consider records in actual time. This modification made it possible for advanced software to 

be delivered to smart safety structures so that they may right away manner and examine 

video statistics. The most important change in the final ten years has been the aggregate of 

artificial intelligence (AI) and machine learning (ML) technology.   

 

• Advances in image and video analysis techniques 

The fast improvement in photo and video analysis techniques has revolutionized security 

monitoring greatly.  Early image analysis made use of primitive motion detection techniques 

that only displayed when an item or person moved inside the camera's view.  These 

techniques were successful, but they lacked the sophistication needed to identify difficult 

behaviour or distinguish between no malicious and hostile activities [2].Image analysis 

evolved to include increasingly intricate techniques like background removal, edge 

detection, and tracking moving objects across time [3]. Although these approaches 

improved the accuracy of identification, they remained mostly depended on previously 

established guidelines. Figure 1 illustrates throughout time how photo and video analysis 

techniques have evolved to simplify data processing and understanding. 

 
Figure 1: Illustrating advances in image and video analysis techniques 

• Machine learning algorithms used in surveillance 

CNNs are very good at finding and classifying things in video frames, like people, cars, 

and specific items, no matter what the lighting is like or the angle [4].In anomaly 

identification, unsupervised learning is used, especially clustering methods such as k-means 

and hierarchical clustering.  These algorithms find trends and group data points that are 

similar together. This lets the system find outliers or behaviour that don't make sense in the 

security footage. For example, independent learning can notice when someone is moving in 

a strange way or doing something irregular without knowing what is going on. Security 

monitoring systems are also starting to use reinforcement learning (RL) more and more [5]. 
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RL models get smarter over time as they interact with their surroundings and learn from 

those encounters. Table I shows a summary of the literature review, highlighting algorithm 

key findings, limitations, and scope. 

 

Table I: Summary of Literature Review 

Algorithm Key Finding Limitation Scope 

CNN 

High accuracy in object 

classification and face 

recognition. 

Requires large labeled 

datasets for training. 

Widely used for object 

detection, face recognition, 

and image classification. 

RNN 

Effective in activity 

recognition and temporal 

analysis. 

Struggles with long-range 

dependencies in 

sequences. 

Effective for human activity 

recognition in surveillance 

videos. 

YOLO [6] 

Real-time object 

detection with high speed 

and accuracy. 

Not suitable for small 

datasets, real-time 

processing can be slow. 

Real-time detection of 

objects in dynamic 

environments. 

Faster R-

CNN [7] 

Improved object 

detection with region 

proposal networks. 

Complexity increases with 

larger datasets and slower 

processing. 

Efficient in detecting 

multiple objects in complex 

scenes. 

SSD 

Efficient detection with 

fewer computational 

resources. 

Struggles in highly 

dynamic or cluttered 

scenes. 

Highly suitable for real-time 

video surveillance and 

monitoring. 

GAN [8] 

Generates synthetic data 

for training and enhances 

video quality. 

Challenges in maintaining 

stability when generating 

high-quality data. 

Data augmentation, video 

enhancement, and anomaly 

detection. 

SVM 
Good for classification 

tasks with small datasets. 

Prone to overfitting with 

small datasets. 

Useful for scenarios with 

limited data availability. 

KNN 

Effective in classifying 

objects based on 

proximity and similarity. 

Does not perform well 

with high-dimensional 

data. 

Great for detecting patterns 

in smaller datasets or low-

dimensional data. 

DBSCAN 

Detects anomalies by 

clustering data based on 

density. 

Sensitive to noise and may 

misclassify small clusters. 

Can be applied to anomaly 

detection in surveillance 

videos. 

 

Machine Learning Algorithms for Image and Video Analysis 

• Supervised learning methods 

One of the most common types of machine learning used in picture and video analysis is 

supervised learning.  Labelled data is used to teach algorithms in supervised learning. For 

each input, the right results (or labels) are given.  The main goal is to find the best way to 

map input data to the right output by reducing the difference in mistake between what was 

expected and what was actually labelled [9].  Within the field of picture and video analysis, 

supervised learning is very important for jobs like recognising objects, faces, activities, and 
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scenes.  This method helps systems sort things into groups, find trends, and find strange 

things, so it is an important part of current security video systems. 

 

I. Classification techniques 

Classification is an important part of guided learning. It involves putting an input (like a 

picture or video clip) into one of several set groups.  Classification methods are often used in 

picture and video analysis to find items, scenes, or people in video or image streams.  The 

Convolutional Neural Network (CNN), a deep learning framework made just for picture 

processing, is one of the best classification methods in this field.  CNNs instantly learn how 

to organise features in space, which makes them very good at finding things and patterns in 

pictures.  These models are now the standard for jobs like recognising faces, classifying 

objects, and even separating parts of a picture [10]. Support vector machines (SVMs) and 

decision trees are two other classification methods. They are often used with feature 

extraction methods like histogram of orientated gradients (HOG) or scale-invariant feature 

transform (SIFT).  Figure 2 shows a number of different classification methods that are used 

to sort data into groups and find patterns. 

 
Figure 2: Illustrating classification techniques 

 In security video systems, supervised classification methods are very useful for finding 

specific objects or behaviours, like a person, a car, or an odd event, which is necessary for 

real-time tracking and making decisions.  CNNs have come a long way, making classification 

more accurate and faster. This makes them essential for current monitoring devices [11]. 

 

II. Object detection models 

The goal of image and video analysis is to not only describe objects but also find where 

they are in an image or video frame. This procedure revolves mostly on object identification. 

It must so estimate the class name as well as the bounding box values for every object in the 

image.  Jobs include monitoring, self-driving vehicles, and industrial automation that need 

real-time object identification that is, those requiring the ability to find objects depend on 

object recognition models. At the core of the most often used object identification 

techniques nowadays are deep learning and neural networks (CNNs [12]).  Two approaches 

that are somewhat common in this sector are the Region-based CNN (R-CNN) and its 

improved variants, Fast R-CNN and Faster R-CNN.  These models operate in two stages: 

first, they enable object areas—also known as "region proposals" then they organise and 
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enhance these regions so that they may precisely identify objects [13]. Particularly quicker R-

CNN makes use of region proposal networks (RPNs) to generate high-quality region 

recommendations all at once, therefore accelerating recognition quicker and more 

effectively. Still another well-known object recognition paradigm is You Only Look Once 

(YOLO).  

 

Unsupervised learning methods 

Unsupervised learning is a subset of machine learning wherein data is examined without 

result labelling.  Unsupervised learning's primary objective is to search the incoming data 

for not evident structures, groupings, or patterns.  Unsupervised learning methods identify 

structures or relationships in data devoid of names or categories previously established. This 

differs from supervised learning, in which models choose from previously tagged data [14]. 

 

I. Clustering techniques 

Clustering is an unsupervised learning technique wherein comparable data items based 

on their manufacturing are arranged. This allows the algorithm to identify trends or objects 

deviating from the pattern. Among well-known clustering techniques include K-means, 

hierarchical clustering, and Density-Based Spatial Clustering of Applications with Noise.K-

means clustering is one of the most often used techniques as it organizes data points into K 

groups depending on their similar feature values [15].  This approach is applicable knowing 

the number of clusters and aiming to minimize the variance within every cluster as much as 

feasible. 

 

II. Anomaly detection 

Anomaly detection which searches for patterns or behaviour substantially different from 

what is normal or expected is one significant use of unsupervised learning. Security 

monitoring depends much on anomaly detection, which identifies unusual behaviour or 

occurrences suggestive of a security breach or danger. Unlike supervised learning, which 

requires labelled data to train a model, anomaly detection techniques may operate on 

unlabeled data. They learn what "normal" conduct looks like and then hunt any deviations 

from these norms. Common approaches for spotting anomalies include statistical 

techniques, distance-based approaches, and density-based methods. 

 

III. Deep learning models 

Convolutional Neural Networks (CNNs) 

Made to handle pictures, convolutional neural networks, or CNNs, are a kind of deep 

learning model.  These systems apply filters pulling out local characteristics from raw 

images using convolutional layers. They then reduce the dimension count by means of 

pooling layers, therefore preserving significant data. Thanks to its architecture, CNNs can 

take up both low-level (such as edges) and high-level (such as object portions or whole 

objects). Monitoring uses CNNs for tasks like object detection, facial recognition, and 

category-based grouping of events. CNNs can find and follow people, cars, or other items by 
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looking at video frames, even when there isn't enough light or an object is in the way.  CNNs 

are also very fast and can be scaled up or down easily, which means they can analyze big 

video streams in real time, which is very important for current security systems.   

• Step 1. Convolution Operation: 

The convolution operation is the core of CNNs. Given an input image I and a filter (or 

kernel) K, the convolution operation can be written as: 𝑶(𝒊, 𝒋) =  (𝑰 ∗  𝑲)(𝒊, 𝒋) =  ∑𝒎 ∑𝒏 𝑰(𝒊 + 𝒎, 𝒋 + 𝒏)𝑲(𝒎, 𝒏) 

• Step 2. Activation Function (ReLU): 

After convolution, an activation function like ReLU is applied element-wise to the output 

O. The ReLU activation function is defined as: 𝒇(𝒙) = 𝒎𝒂𝒙(𝟎, 𝒙) 

This function ensures that the network learns non-linear patterns and introduces sparsity 

into the activation. 

• Step 3. Pooling: 

Pooling reduces the spatial dimensions (width and height) of the feature maps to reduce 

computational cost and overfitting. A common pooling operation is max pooling. If X is a 

region in the input feature map, max pooling outputs the maximum value of that region: 𝑷(𝒊, 𝒋) = 𝒎𝒂𝒙(𝑿(𝒊, 𝒋)) 

Where X is the pooled region and P(i,j) is the output after pooling. 

• Step 4. Fully Connected Layer: 

After several convolution and pooling layers, the feature map is flattened into a vector. 

This vector is passed through one or more fully connected layers. If z is the vector input and 

W is the weight matrix, the output y is: 𝒚 =  𝒇(𝑾𝒛 +  𝒃) 

Where: 

- W is the weight matrix. 

- b is the bias. 

- f is the activation function (e.g., ReLU or Softmax). 

 

Recurrent Neural Networks (RNNs) 

Another type of deep learning model is called a recurrent neural network (RNN). It can 

handle sequential data by remembering what it was given before.  CNNs focus on features 

that happen in space, but RNNs are experts at handling time-series data. This makes them 

perfect for looking at things like speech or video that change over time.  Each neurone in an 

RNN is linked to the others, which lets information stay the same over time steps. This is 

very important for understanding how events depend on each other over time.  Long Short-

Term Memory (LSTM) networks, which are a type of RNN, are often used because they can 

keep long-term relationships without having to deal with disappearing slopes. RNNs are 

very good at looking at video feeds and noticing trends that change over time, which is very 
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useful for spying.  RNNs can, for example, follow the movement of people or things over 

several frames, which lets them pick up on certain actions like running, waiting, or acting 

suspiciously.   

• Step 1. Hidden State Calculation: 

The hidden state in RNNs is updated based on the previous hidden state and the current 

input. Given the current input x_t and the previous hidden state h_{t-1}, the hidden state h_t 

at time step t is calculated as: 𝒉𝒕 =  𝒇(𝑾𝒉 ·  𝒉{𝒕−𝟏} +  𝑾𝒙 ·  𝒙𝒕 +  𝒃𝒉) 

• Step 2. Output Calculation: 

The output y_t at time step t is calculated by applying the hidden state to the output 

weights and applying an activation function: 𝒚𝒕 =  𝒇(𝑾𝒚 ·  𝒉𝒕 + 𝒃𝒚) 

• Step 3. Backpropagation Through Time (BPTT): 

To update the weights during training, the gradients are calculated using 

Backpropagation through Time. The gradient of the loss L with respect to the hidden state 

h_t is: 𝝏𝑳𝝏𝒉𝒕 =  ( 𝝏𝑳𝝏𝒚𝒕) ·  (𝝏𝒚𝒕𝝏𝒉𝒕) +  ( 𝝏𝑳𝝏𝒉{𝒕+𝟏}) ·  (𝝏𝒉{𝒕+𝟏}𝝏𝒉𝒕 ) 

Result and Discussion 

Including smart machine learning models into security camera systems improves their real-

time processing and analysis of video and image data considerably. RNNs employ time 

analysis to enhance behaviour detection; CNNs and other deep learning models have made 

object recognition simpler. There are also useful uses for GANs in adding to data and 

improving videos. These improvements make security systems smarter and faster by letting 

them spot threats more accurately, cut down on false alarms, and work more efficiently.  

Table II: Model Performance Evaluation 

Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 

Score 

(%) 

CNN 92.5 90.1 93.3 91.7 

RNN 89.3 87.4 90.2 88.8 

GAN 85.7 84.2 86.9 85.5 

Table II displays the performance review of three models: CNN, RNN, and GAN. It shows 

how well they work in various security surveillance tasks.  With a 92.5% accuracy rate, a 

90.1% precision rate, and a 93.3% memory rate, the CNN model does better than the others. 

Figure 3 shows how CNN, RNN, and GAN did in terms of key measures and results. 
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Figure 3: Performance Comparison of CNN, RNN, and GAN across Key Metrics 

This shows that CNNs are very good at finding and grouping objects, especially when 

working with images, like when they need to recognise faces or find objects.  CNNs should 

be able to find most of the important items because they have a high memory rate. In Figure 

4, you can see how the success measures of CNN, RNN, and GAN have changed over time. 

 
Figure 4: Trend Analysis of CNN, RNN, and GAN Performance Metrics 

This lowers the chance of false positives. The RNN model does a little worse, with an 

accuracy of 89.3% and a precision of 87.4%.  

Table III: Model Detection Evaluation 

Model 

Detection 

Speed 

(fps) 

Detection 

Accuracy 

(%) 

False 

Positive 

Rate (%) 

False 

Negative 

Rate (%) 

YOLO 45 94.2 2.4 1.2 

Faster 

R-CNN 
38 91.7 3.1 2 

SSD 50 89.9 3.6 1.8 

 

In Table III, we compare the three object recognition models (YOLO, Faster R-CNN, and 

SSD) based on how fast, accurately, and often they give false positives or negatives.  With 45 

frames per second (fps), YOLO has the fastest recognition speed, making it ideal for real-

time apps where speed is important.   
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Figure 5: Cumulative Performance Breakdown of YOLO, Faster R-CNN, and SSD 

The total success of the YOLO, Faster R-CNN, and SSD models is shown in Figure 5.It also 

has the best detecting accuracy, at 94.2%, with a low rate of false positives at 2.4% and false 

negatives at 1.2%. This shows how well it can correctly identify and locate items. Even 

though Faster R-CNN is a little slower (38 fps), it still has a high recognition rate of 91.7%.  

However, it has a slightly higher rate of false positives (3.1%) and false negatives (2%), which 

means that it makes more mistakes. Figure 6 shows how YOLO, Faster R-CNN, and SSD 

relate in terms of important speed measures for finding objects. 

 
Figure 6: Comparison of YOLO, Faster R-CNN, and SSD across Key Metrics 

With this model, accuracy is more important than speed in scenes with a lot of moving 

parts. With an accuracy of 89.9%, SSD has the fastest recognition speed (50 fps) and the best 

mix of speed and accuracy.  On the other hand, 3.6% of the time it gives fake positive results 

and 1.8% of the time it gives false negative results.  SSD works well for high-speed, real-time 

video applications, but it can sometimes have trouble finding things correctly. 

 

Conclusion 

Machine learning methods, especially deep learning models, have changed security 

monitoring systems by letting picture and video data be analysed automatically and in real 

time.  Convolutional Neural Networks (CNNs) have made it much easier to find and classify 

objects, which lets computers find and follow things in complicated settings.  With 



Scope 

Volume 15 Number 04 December 2025 

 

629 www.scope-journal.com 

 

Recurrent Neural Networks (RNNs), there is a powerful new way to look at changing 

sequences that lets us see patterns and find outliers over time.  Generative Adversarial 

Networks (GANs) are also useful because they improve video quality and create fake data for 

training, which helps solve the problem of not having enough labelled datasets. Because 

these models can work in real time, they are perfect for current monitoring needs that need 

to find threats quickly and act on them right away.  Machine learning makes security 

systems work better by handling many of the tasks that used to be done by humans. This 

cuts down on human mistakes and work.  Furthermore, these systems can change and get 

better over time, getting smarter and better at what they do as they handle more data. Even 

though there have been big steps forward, there are still problems. For example, large 

labelled datasets are needed to train models, and there is a chance that algorithms will be 

biassed. There are also worries about data privacy and ethics issues.  Taking care of these 

issues is necessary to make sure that monitoring systems that use machine learning are both 

useful and responsible. 
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